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Abstract – In this paper we present and dicuss a new algo-
rithm for the compression of audio signals in which we are
currently working. Backward-adaptive quantization, a funda-
mental innovation that differentiates this from other percep-
tual audio coders, is justified for its multiple advantages. We
conclude with a discussion of some issues related to the design
of the various components of the coder we are developing.

Resumo – Neste artigo expomos e discutimos um novo al-
goritmo de compressão de sinais áudio em que estamos
a trabalhar. A utilização de quantização retro-adaptada,
uma inovação fundamental que diferencia este de outros
codificadores perceptuais de áudio, é justificada pelas suas
múltiplas vantagens. Concluı́mos com uma discussão de al-
gumas questões relacionadas com o projecto dos vários com-
ponentes do codificador que estamos a desenvolver.

I. INTRODUCTION

Since the introduction of the Compact Disc, digital coding
of audio signals has become a common and popular tech-
nology. The simple 16-bit linear PCM format used in CDs,
however, is now regarded as a very inefficient representa-
tion of audio content with its bit rate of 706 kbit/s per chan-
nel. As a consequence, new coding algorithms have been
developed that can “compress” the audio information into a
fraction of the bit rate with little or no degradation in per-
ceived quality. This new generation of coding systems owes
its great efficiency to the use of perceptual coding princi-
ples, i.e.: coding the signal in such a way that the injected
noise is rendered inaudible by exploiting the limitations of
the auditory system [1]. Since relevant psychoacoustic phe-
nomena are highly dependent on the spectral content of
the signal, it is not surprising that most high-quality dig-
ital audio coders such as the standard MPEG-Audio Lay-
ers I, II, III [2], and AAC [3], are based on sub-band or
transform coding techniques. These coders share a com-
mon generic structure: a multirate filter bank or a lapped
transform splits the input signal into subsampled frequency
bands; a psychoacoustic model dynamically estimates the
amount of noise that can be added to each band while still
being masked by the signal itself; this masking threshold as
well as bit rate constraints are then used to compute new
step sizes and bit allocation for the sub-band quantizers;
finally, entropy coding and multiplexing of the sub-band
samples, step sizes and allocation information generates the
output bit stream. At the other end of the communication
channel the bit stream is parsed and demultiplexed, and the
quantized sub-band samples are recovered. The sub-band
sequences are then combined by an inverse transform or fil-
ter bank to produce the output signal.
In this paper, we present a perceptual audio coder with an

alternative structure, shown in figure 1. It is based on the
same frequency-domain coding principle, but differs from
others in essentially one respect: the adaptation of the quan-
tizers is derived, under perceptual considerations, not from
the original signal but from previously quantized samples.
That is: the system is backward-adaptive. Since this is not
a common approach, we devote the next section to address
the advantages and summarize some results that support the
use of backward adaptation. We then discuss proposals
for the implementation of the key components of the sys-
tem: the filter bank, the perceptual adaptation algorithm,
the quantization and entropy coding.

II. BACKWARD ADAPTATION IN PERCEPTUAL CODING

All common perceptual audio coders use a forward-
adaptive quantization scheme. Access to the uncorrupted
input signal can, in theory, lead to a more accurate adapta-
tion. However, the need of embedding adaptation parame-
ters (either bit allocation and/or quantizer scale factors) in
the transmitted information will, in practice, compromise
this advantage. The problem is that in order to reduce the
amount of this side information, it must be quantized and
decimated, thereby reducing its original accuracy.
In the proposed system, on the contrary, the quantizer

adaptation parameters (� in figure 1) are derived through
perceptual and bit rate considerations from the previously
quantized signal. The obvious advantage of this backward
adaptation scheme is that no side information must be trans-
mitted since the decoder replicates the encoder procedure to
reproduce the adaptation parameters. Freed from the con-
straints imposed by limited channel capacity, there is no
need to reduce the time, frequency, or magnitude resolution
of the adaptation information, so it can evolve smoothly
sample-by-sample. Algorithm design and implementation
are much simplified because there is no side information
to quantize, encode and multiplex. This should be a sig-
nificant advantage since the optimal selection of adaptation
parameters in an advanced forward-adaptive coder is not a
trivial matter [4].
There are, of course, disadvantages in pure backward-

adaptive systems. First of all, computational requirements
of the decoder are increased by the inclusion of the adap-
tation algorithm. A related problem is that any future im-
provements in psychoacoustic modeling cannot simply be
integrated into an encoder but must be included in every
decoder too. In multimedia applications, programmable
devices are the norm and downloading program updates is
quite usual. Even in cheap, portable solid-state music play-
ers, there is a current trend towards programmable, multi-
function devices [5], so this does not seem to be a major
difficulty. Still, these problems can be mitigated, and some
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Figure 1 - A frequency-domain perceptual coder with backward-adaptive quantization.

versatility regained by transmitting small amounts of side
information, in a hybrid backward- and forward-adaptive
fashion. This has also been recognized and implemented
by the designers of AC-3 [6], which can be considered a
backward-adaptive system, although not quite to the same
extent as ours.1

Another potential problem of a different, more fundamen-
tal nature, is the possibility that the noise introduced by the
quantization may disturb the process leading to grossly in-
accurate adaptation and poor performance. This could be
a serious drawback because, at high compression ratios,
large amounts of noise are introduced, and furthermore, this
could be aggravated by the nonlinear psychoacoustic com-
putations included in the adaptation loop. In fact, results
from previous work with a backward-adaptive coder show
that the effect of quantization noise on the backward es-
timation of psychoacoustic parameters is very small even
when very coarse quantization is employed [7]. Also, the
performance of that coder was favorably compared to an
idealized forward-adaptive version [8].

III. DESIGN ISSUES

In this section, we discuss some coder design issues, tak-
ing into account that the option for a backward-adaptive
scheme conditions every component of the system.

A. The Filter Bank

The filter bank is used to decompose the input into several
subsampled band-limited signals. There are fundamentally
two reasons for doing this. Firstly, it is well known that au-
dio signals are highly correlated and that sub-band coding is
an effective means to exploit that redundancy [9]. The other
reason is that it provides a direct way to control the spectral
shaping of the introduced noise, which is convenient to take
advantage of the masking properties of the ear.
The filter bank is crucial to the overall performance of

the coder, and it should satisfy several requirements such
as critical subsampling, perfect reconstruction, and tempo-
ral and spectral resolution compatible with auditory mask-
ing constraints [10]. A modulated lapped transform (MLT)
[11], which is a particular type of multirate filter bank, is a
particularly attractive option because it meets the first two

1In fact, the bit allocation algorithm in AC-3 uses only a fraction of the
transmitted information, resulting in coarser adaptation.

requirements with relatively low delay, and allows fast im-
plementations. It is not surprising that the MLT, also known
as the modified discrete cosine transform (MDCT) or time-
domain aliasing cancellation (TDAC) filter bank, is one of
the most popular transforms in audio coding. The MLT,
however, decomposes the signal into equally subsampled,
equal bandwidth channels, while the time and frequency
resolution of the ear is known to vary widely: at low fre-
quencies, the critical bands (a measure of the frequency se-
lectivity of the ear) are narrow and temporal masking lasts
longer; at high frequencies the opposite occurs. Nonuni-
form decompositions, generally based on tree structures,
may be used to approach these multiresolution properties,
but can give rise to higher complexity and delay, as well
as difficulties in getting proper frequency responses. An-
other, more common, approach is window-switching, that
is: commuting between high and low dimension transforms
to trade between temporal and spectral resolution when
needed. This is simpler but still it requires a transient de-
tection algorithm and additional constraints on the design
of the transform windows.
We believe that in our samplewise adaptive coder the res-

olution constraints are not so stringent, and a simple fixed-
dimension MLT may very well be effective. Assuming
44100 samples/s signals, the frequency resolution of a 256-
band MLT, for instance, will be 86 Hz, which is narrower
than the lower critical bands, and, at 5.8 ms, the time res-
olution is certainly good enough to avoid violating post-
masking thresholds even in high frequency bands. This
contrasts with forward-adaptive systems such as MPEG
Layer I where, despite much coarser frequency resolution
with only 32 bands, quantizer adaptation only occurs once
every 8.7 ms.

B. Quantization and Coding

In backward-adaptive coders, it is very important that
quantizers support a large dynamic range because there is
no advance information about sudden attacks in the sig-
nal. On the other hand, it is psychoacoustically accept-
able to introduce larger absolute errors in larger amplitude
signals. Therefore, nonuniform quantization with a near-
logarithmic companding rule seems quite appropriate. It
is also essential to use mid-tread quantizers because their
signal-to-noise ratio is never below 0 dB, but also because



a mid-rise quantizer could eventually make the adaptation
loop turn unstable. Two degrees of freedom can easily be
controlled in a logarithmic quantizer, which determine the
maximum absolute error introduced in small signals and the
maximum relative error in large signals. The adaptation al-
gorithm can manipulate either or both of these parameters
for each quantizer.
The quantized outputs are coded using an arithmetic code

[12]. Arithmetic coding is the most efficient form of en-
tropy coding known, not being restricted to encode each
symbol with an integral number of bits like Huffman codes.
Furthermore, it promotes a clear separation between coding
and statistical source modeling, which allows an easy inte-
gration of reasonably complex, highly dynamic, context-
adaptive source models. Some preliminary measurements
confirm that the statistical distributions effectively vary
both in time and from band to band, so adaptive models
are advisable.

C. Perceptual Adaptation Algorithm

Auditory models found in the perceptual audio coding lit-
erature are traditionally based on the concept of masking
threshold, i.e., they dynamically estimate the amount of
noise that may be added to a signal without causing au-
dible distortion. In spite of its appeal, it is recognized that
this concept, or at least its simplistic interpretation, suffers
from several problems [13]. Another approach to auditory
modeling is to quantify the ability of the ear to perceive dif-
ferences between two signals—e.g. the input and output of
a coding system—by comparing some internal representa-
tion of these signals. This strategy has been fruitfully ap-
plied in audio quality measurement but not in audio coding.
The reason for this is certainly the higher complexity that
it involves. However, for any given coder, there is some a
priori knowledge of the kind of distortion that will be in-
troduced. Therefore, an internal representation model for
audio coding may not need the full generality of those used
in quality measures. We are currently exploring the applica-
bility of this approach to audio coding. The studied model
computes the excitation pattern from the spectral represen-
tation obtained by the coder transform, and it is relatively
simple but plausible since it is based on a recent audio qual-
ity measure [14]. An approximate formulation has been de-
rived that permits the evaluation of the effect of quantiza-
tion noise on the excitation patterns predicted by this model.
This derivation and some preliminary validation results will
be presented in [15].

IV. CONCLUSIONS

Several high-quality audio coding algorithms are in
widespread use nowadays, but all follow a similar strategy.
This paper proposes an alternative approach to audio com-
pression in which backward adaptation plays a significant
role. We discussed the implications of this option and laid
out research directions for the development of the system.
Previous results with a preliminary version show the via-
bility of the approach, and we expect to achieve very good
performance with a low complexity.
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