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Abstract - This paper presents quality of service — activities at Siemens Roke Manner Research, NERia\o

mechanisms, based on the NSIS (Next Steps In Signa) Alcatel and University of Coimbra; Ericsson, the
protocol. For that, it was implemented a testbed wi NSIS University of Karlsruhe, the University of Twentand
running through IPv6. The network’s QoS was measuredy Samsung are working towards independent
the number of drops, for each flow (either QoS or Bst Effort implementations of QoS NSLP. In this paper we ubed

traffic), occurred in routers. The first experiment shows the University of Goettingen implementation, since eamed
captured packets during a node association and regst for to be the most functional and robust. We implenerte
QoS, namely a GIST session and a QoS NSLP session. The testbed with NSIS running through IPv6. The tests
second experiment illustrates a more realistic scario, where performed had the purpose of seeing in action niytthe
different flows with different QoS parameters and Best NSIS signaling mechanisms, but also the capturekqts,
Effort traffic, were simultaneously sent through a @th across nodes associations, as well as the QoS mechanisms
different networks. The experimental study addressedh this implemented in the network, in order to providecdids
work helped on the enhancement of NSIS developmentsr NSIS background in future work.
IPv6 environments.

Il. BACKGROUND

|. INTRODUCTION A. NS Sbasics

One of the Internet main features, on its creativas As a signaling protocol, NSIS focus on the manipaia
that all packets have the same treatment. ThislS8 a f state in nodes along the data path, taken tata ftbw.
known as the Best Effort paradigm, where packe&s ar pere data flow means a number of packets witrséee
forwarded in the routers based on a First Comet Firs gq,rce and destination address, marked with the Sam
Served politic. Therefore, no arrangements wereemtad  jgengifier. It is assumed that the data path betwesgles is
guarantee bandwidth, delays or any other serviceSyefined by routing protocols and so, NSIS worksain

summarized under the term Quality of Service (QO0S). gegmless way, interacting with all nodes along daea
However, due to the explosive growth of the Intéraed path.

to the exponential use of multimedia services, Ma@P, To get the flexibility needed to meet today's

QoS mechanisms are being proposed and developed. Onygqyirements, NSIS splits itself in two layers: fiist one

of these brought the ability of creating reservaio s 5 |ower level layer, responsible for the tramspf
between nodes_fgr carrying thg QoS mformatmngtltbre signaling packets; the second is an upper levetrlay
data path, providing routers with the particularSQueeds responsible for the signaling between the intereni
of each flow. Particularly, the design of the Reseu ,qes.

reSerVation Protocql (RSVP) by Internet.Engineering NSIS was designed to support many signaling
Task Force (IETF) fit these needs for a while. Hesve  ,ppjications that manipulate states in the NSISesod

RSV_P turned out to suffer from flexibility to meeiday’s along the data path. Note that some nodes mayuppost

requirements [6]. , o NSIS and, as a consequence of that, two NSIS neigkb
Meanwhile, new signaling mechanisms started risilg  an have one or more nodes between them. Theréffere,

and in 2001 the Next Steps In Signaling (NSIS)W@s  Ng)s Initiator (NI) starts the signaling processile the

formed .to create a new signa_lling framework, capable ihers NSIS Entities (NE) along the data path tept
supporting future needs. This working group focused gng forward the messages until they reach the NSIS
primarily on the architecture and design of a ngmaling Receiver (NR).

protocol for the Internet. From the beginning otgh
discussions, new implementations were created ard u
to test and validate the feasibility of the designgposed.

As a matter of fact, students at the UniversitKehtucky NSIS, as said before, splits itself in two protolzyers.

and  University of Goettingen completed their The first of them is called NSIS Transport LayeotBcol

implementations based on the early drafts, with wiedd (7| p) and insures the transport of all signalingssages
interfaces of generic signaling services NSIS Sigga  petween all nodes. That is possible because NTLP is
Layer Protocols (NSLP). There are known impleméorat primarily composed of a specialized messaging layer

B. NS Smain principles



denoted as General Internet Signaling TransporS{Gl
GIST is responsible for the discovery of signalagare
nodes along a flow path, as well as for the maantea of
transport layer connection along the discoveretdgyand
operates on top of existing transport protocols RTC
UDP, SCTP, DCCP or any other one).

The second is denoted as NSIS Signaling Layer Bobto
(NSLP) and deals with signalling application-spiecif
functionality. NSLP refers to actual signaling cgiésn or
signaling applications like QoS NSLP (used for QoS
reservation) and NAT/FW-NSLP.

The concept of splitting NSIS in two layers makeself
more generic, extensible and flexible, since eagkrl has
its responsibility, and together they provide
functionality.

Unlike RSVP, the NSIS decoupling of peer discovery

its
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functional mechanism is quite simple, taking in
consideration that operations such as endpoint®ksy,

security and NAT translations are no longer reqlire
A. GIST (General Internet Sgnaling Transport)

GIST has two goals: NE’s discovery along the datthn p
and establishing a Message Routing State (MRSaam e
session. Instead of creating a new transport pobt@IST
reuses existing transport and security protocnolsyiler to
provide a universal message transport service. Asfta
state protocol, GIST is responsible for the creatmd
maintenance of two different states, both related t
signaling transport: a per-flow message routingestar
managing the processing of outgoing messages, and a
message association state for managing per-pets sta

from the signaling message transport mechanism snake associated with connection mode messaging to &piart

possible the use of standard security protocotsamsport
layer protocols. That is done by introducing a oiszy
component in NTLP, which can rely on IP router taler
option or other approaches, such as routing tables.

In the other hand, with the creation of a sessiemiifier

is possible to identify a signaling session anchalinog
state, independent of a flow identifier.

Furthermore, NSIS signaling is applicable in differ
parts of the Internet, as well as may be triggeired
different ways, facts that allow the signaling ®ibitiated
and terminated in different parts of the networkcts as
end hosts, domain boundaries or interior routetsusT
NSIS protocol offers support for many signaling

peer. This consists of signaling destination adijres
protocol and port numbers, internal protocol camféion

and state information. Besides information abowt it
neighbour NE, GIST also maintains certain message
routing information such as the flow identifierethNSLP
type and session identifier, to uniquely identifget
signaling application layer session for a flow.

GIST can operate in two modesdatagram or
connection. While the first one uses an unreliable
unsecured datagram transport mechanism (taking &P

a first choice), the second uses any stream or agess
oriented transport protocol (being TCP the firsbich).
Both modes can be used in the different nodes that

exchanges: end-to-end (performed between end hostsompose the data path, without coordination or rabnu

edge-to-edge (performed between boundary nodekeof t
same domain) and end-to-edge
scenarios).

IIl. NSISTRANSPORTLAYER PROTOCOLSNTLP)

The functionality of NTLP is based on the following
principle: its mechanisms will only operate on its
neighbour NSIS Entities (NE). Thus, NTLP consigtsao
set ofhop-by-hop protocols.

Taking this in consideration, its functional mecisam
can be described in the following: when a certats i
ready to send a signaling message, delivers it ThRN
with its data flow information. Therefore, it isetNTLP
responsibility to deliver it to the next NE in tdata path.
From the perspective of a NE that receives a sigpal
message, one of two things can happen: 1) NTLPdiatsv
it to the next NE in the data path (case it exif23)If an
appropriate local signaling application existshe NE, it
will receive the message from NTLP. In this lastesahe
signaling application will not only process the e®ed
signaling message, but also creates another mess&ge
sent by NTLP to the next NE.

So, NTLP offers transport-layer services to higlager
signaling applications for two purposes: sendinggiang
signaling messages, and exchanging control andéa&d
information. Since all messages are treated lochiyLP

configuration, allowing the use of datagram modehat

(host-to-network edges of the network and connection mode in its.cor

B. GIST Messages:

GIST defines 6 different messages.

The GIST-QUERY is always sent before any assogiatio
between nodes, to test if the destiny node canaonat
proceed to the message association. This messaggyis
sent in datagram mode and must include a StackoBahp
Since it always elicits for a response, the FLA@G&st be
set (R=1).

The GIST-RESPONSE is present on datagram or
connection mode. However, in the first case itdsassary
to include a Responder Cookie, as well as its otatlS
Proposal and Configuration Data. It must echo the
Message Routing Information (MRI) (with inverted
direction) Session ID (SID) and Query-Cookie of the
Query.

The GIST-CONFIRM may be sent in datagram or
connection mode (if a messaging association has bee
reused). It must echo the MRI (with inverted direc}
SID and Responder-Cookie if the Response carried on

A plain GIST-DATA message, in the other hand,
contains no control objects, but only the MRI an® S
associated with the NSLP data being transferred.

The GIST-ERROR message goal is to report a problem
occurred at the GIST level. In datagram mode, this
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message includes a Network Layer Information obijewct
the originator of the error message.

Finally, the GIST-HA-HELLO message is sent
only in Connection Mode, in order to indicate thatode
wishes to keep a messaging association open [5].

C. Security in the 3-Handshake

In order to prevent from several possible atta@d§ST
uses a cookie mechanism. It starts with the Qugmode
inserting a cookie into the Query message. Thiskieoo
will be echoed by the Responder Node, which widloal
add its own cookie. This last cookie will be inahabin the
confirm message, as shown below:

Q-node R-node

GIST -Query
(NSLP-ID/SID/MRL Cookie(Q),...)

[5IST -Response

“ {Cookie(R), Cookie(Q),...}

+-——({Authentication and Key Exchange)}—#»

(SIS T -Canfirm (Cookie(R)) >
Channel Security

Figure 1 — GIST: MRS setup

the required resources have been correctly cormfijur
These messages are unidirectional and the QoS NSLP
node may propagate the resource request furtheg ahe

path towards the data receiver.

A. QOSNSLP messages:

The QoS NSLP is a soft state protocol and defioes f
different types of messages. These are:

The RESERVE message, unlike all the other QoS NSLP
messages, manipulates QoS NSLP reservation state, b
creating, modifying, refreshing or removing it.

The QUERY message, without making a reservation,
requests information about the data path. Thisbeansed
to “probe” the network for path characteristicgher for
support of certain QoS models or for receiver-atéd
reservations.

The RESPONSE message provides information about the
result of the QUERY message.

Finally, the NOTIFY message provides informationato
QoS NSLP node, differing from a RESPONSE message in
the particular fact that it is sent asynchronowsig need
not refer to any peculiar state or previously reedi
message. Therefore, the information conveyed by a
NOTIFY message is typically related to error coioais.

Note that, unlike RSVP, QoS NSLP messages are sent
NSIS peer-to-NSIS peer, and support both sendeatil

This mechanism is not only a way of transferring and receiver initiated reservations.

information between nodes with authentication, &iso

prevents against spoofing of the Query, Respongk an

Confirm messages, since the hacker would facedbd to
guess the cookie.

IV. QOSSIGNALING APPLICATION PROTOCOL

V. TESTBEDIMPLEMENTATION

In order to observe NSIS functionality, it was bual
testbed using University of Goettingen NSIS
implementation [1]. The used testbed is presemtdigjire
2

One of the elementary NSIS principles is that all In order to differentiate traffic, this implemeritat uses

signaling applications use the generic functiogalit
provided earlier by the NTLP. In a NSIS node, thguest
for QoS may be initiated either by network manag&roe

IPtables or IP6tables marking, corresponding to4ley
IPv6 addressing, respectively. However, this styateas
never turned out to be functional when using IPv6

by a local application request, initiated by a user addressing, since all incoming traffic in routersasw

application. Only messages related to QoS are gagse

to the QoS NSLP processing module. This signaling code

application can signal for any QoS model, nametgdrv
or Diffserv. Reservation-specific parameters, suah

recognized as unclassified traffic. In this sernise,source
was changed (namely the nsis-0.5.1-
dev/nslp/qos/rmf/IpTablesWrapper.cpp file) to us82U

filters, based on source and destiny IPv6 addirstad

available bandwidth and token bucket sizes, areof IP6tables marking. After this modification, aiffetrent
encapsulated in a QSPEC object, and then carrid fr flows were classified as Best Effort and QoS tcaffve
one QoS NSLP node to another. These parameterseensucould assume that the problem was in the IP6tables
some degree of interoperability in several QoS Mgde marking. This modified version can be downloaded in

providing a common language to be re-used.

http://hng.av.it.pt/~fferreira/downloads/nsis-0.5.1

In each QoS NSLP node, it is present a RMF (Resourc dev_u32.rar

Management Function) responsible for handling thosS Q
requests, specifically the QSPEC. There is alsocall
QoS Model that describes how the RMF should intgrpr

the QSPEC as well as how to grant and configure the

resource. In the other hand, the grant processwvmies
two additional local decision modules, nameiglicy
control andadmission control. In the end, the QoS NSLP
node may resort to acknowledge messages to indicate

M5t

notebook

2601:2300 80077 184

Compas

Figure 2 — Schmatic of the used testbed
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Note that, in both experiments, ‘notebook’ was uasd While the first 3 captured packets are related he t
the QoS NSIS Initiator (QNI) while ‘Acer’ was used the transport layer, and therefore use GIST prototal Jast 3
QoS NSIS Responder (QNR). IT-757 was responsible fo packets are related to signaling for the QoS rdgde#\s
background traffic generation (also having ‘Aces its explained before, the node association (transpggr) is
destiny). The ‘Compac’ terminal, used in the last done with the 3-handshake performed with GIST Query
experiment, was a QNI in a second QoS request¢erA Response-Confirm messages. In the other hand, the

Meanwhile, ‘Towelie’ was elected the network’s intervenient nodes negotiate the request for Qu@gkng
bottleneck, as the maximum overall bandwidth ohltbe layer) with the QoS NSLP Reserve-Notify-Response
interfaces was specified to 500kbps. Also, the wlefa messages.
bandwidth requested on a QoS NSLP Reserve is 8§, kbp Additionally, in this test it was possible to seereal-
so traffic generated in ‘Notebook’ having ‘Acer’ dsstiny time the different classes created on routers (Eigl).
(Flow 1) will have the same rate. Finally, the bgrdund Particularly, the existence of class 1:1 root, afl as two
traffic rate is 6 Mbps (much greater than the otk subclasses: Class 1:2 and Class 1:6. While theeform
capacity), generated with a Poisson distributiohese handles with unclassified traffic, the latter hasdwith
parameters were unchangeable for the following 2 QoS traffic (Flow 1). This explains why there acersany
experiments: drops of packets in the first case (Best Efforatimeent),

e TEST 1 - Simple QoS Request: while all packets in the latter subclass are fodedr(QoS

After IT-757 starts generating the background icaff service treatment).
having ‘Acer’ as destiny, ‘Notebook’ makes a Qoguest

and starts generating its traffic (Flow 1). T TR
. TEST 2 — Double QoS Request with different ceil 5 1t burst 15b/8 mpu Ob overhead b churst 1661b/8
parameters: g5 by s rlinits o)

Similar to TEST 1, but ‘Compac’ terminal also daes
QoS request and its traffic generation (Flow 2 daate of
160 kbps and the QoS request is for a bandwidtthef
same rate).

Note that all traffic (Flow 1, Flow 2 and backgraiyrwas
generated with Mgen [2]. Also, usingash scripting,
different scripts were created in order to make @SQ
request before generating traffic for the corresigon th nt 1: 0000b1t ceil 80000bit burst 1606b/8
flow. Additionally, a clear.sh script was done with the Rl EUE IR
purpose of clearingidiscs and classes created on both a
routers. TheTcpdump tool was used in ‘Acer’ in order to
capture and control incoming traffic.

t burst 1611b/8

In TEST 2, the source code (particularly the filsig- Figure 4 — Different traffic classes on router ToevéTest 1)
0.5.1-dev/nslp/qos/qos_client.cpp) was changed in
‘Compac’ terminal, so that a reservation with diéfet Furthermore, it was possible to see the ‘Acer’ mog
parameters could be done. traffic, as well as the rate of each traffic floliqure 5).
At the beginning, background traffic, representedad,
VI. RESULTS arrives at a 500kbps rate (maximum overall bandwadft

the network’s bottleneck:  Towelie). However,
This section presents the results of each expetjnasn  approximately 10 seconds later, Flow 1 (with 80 «bp

well as their respective details. rate) is started, making background traffic’s ralep
approximately to 420 kbps.
A . TEST 1 Two conclusions can be drawn: 1) the QoS treatment
applied to Flow 1 assures that all its packets avilive to
Using Ethereal — Network Protocol Analyser [3],vesl its destiny as soon as possible; and 2) even moggsf

as the adequate dissectors [4], all packets retatemdde ~ background traffic will occur in the network’s Detteck,
association (ei'[her transport or Signa"ng |ayer¢r@v router Towelie, as less bandwidth for unclassifiadfic is

Captured, visualized and presented in the f|gu|’m,he available in router Towelie, due to the start afll.

No... Tme Source Destination Protocal  Info

16 10.4507492001.:690: 2380: 7777: 211, 2Fff : Tea.644 2001:690:2380: 777c . 26a :edf £e03: 7315 GIST GIST Query_(U0P)

17110,453813  2001:690:2380:7777:202: 44ff fe9c: 806 2001:690:2380: 7777:211:2ff1: feabi644  GIST GIST Response (WD)
2310476983 2001:690:2380:7777: 211: 2ff fead:644  2001:690:2380: 7777:202:44f1: feSc: 806 GIST GIST Confirn (TCP)

2510.477236  2001:690:2380: 7777: 211 2Fff 1 feabi644  2001:690:2380: 7777, 202:44f1  fedc: 806 GIST / QoS GIST Data (TCP) / QoS NALP Reser
3011049629 2001:690:2380:7777: 202: 44ff fe9c: 808c 2001:690:2380: 7777:211: 211 feabi 644 GIST / QoS GIST Data (TCP) / QoS NSLP Notid
5011,229192  2001:690:2380:7777: 202: 44ff fe9c: 806 2001:690:2380: 7777:211:2fF1: et 644 GIST / QoS GIST Data (TCP) / QoS NSLP Respc

Figure 3 — Captured packets in a NSIS Session
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160kbps of bandwidth will become available to
unclassified traffic.

400 : LL#FLFLFL[LFFLFFLFLFL(L{LFLFLFLFL(LF

3

260
300
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a wu]
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II:ESO:238&?7’7?:20::55”:feda:135-:/5000—)2001:530',2380:?7?\::20a:E4FF:FEOS:73F5/5000”321ED33544 — < InilsmEaialiils
200126902238 77771211 : 2FFf tFeab:644,/999->2001:690: 23802 777c 1 20aedf F 1 Fe03: 73F5,/9993216033644 - -
o
10 20 20 40 50 50 70 “r
Time (sec)
Figure 5 — Incoming traffic in ‘Acer’ terminal (Test 1)
wdp | 202630 2350 i 12pai: gt 24 g2
:
i H 4! i 3 i
. .
B. TEST 2 o » © ® » m

Tive (ze0)

As a new QoS request was made from ‘Compac’ to
‘Acer’, it was possible to see a new traffic sulsslareated

on both routers, particularly Class 1:7 (Figure &jain,

no packets of these classes with QoS treatment were
dropped. However, and as expected, the same did no
happen with Class 1:2 (Best Effort treatment), whar
significant number of drops occurred.

Figure 7 - Incoming traffic in ‘Acer’ terminal (Teg)

Background traffic’s available bandwidth dependston
umber of QoS flows and its reserved bandwidth.
herefore, when both QoS flows are active
simultaneously, less bandwidth is available to assified
traffic, and more drops will occur. For each instahe
sum of the rates of the active flows, in that instds

AP e e flalways equal to the maximum overall bandwidth of th
network’s bottleneck, router Towelie (500kbps).
TCPdump tool also permitted a different analysacket
Inter-arrival time, as shown below on Figure 8. ingkin
Jdconsideration that both Flow 1 and Flow 2 (again,
represented in green and blue respectively) haserved
bandwidth for each, it is expected their inter\atitime

to be constant. Since Flow 2 has twice the ratélaf 1,

ent 1:1 leaf 6: prio O quantum 1000 rate 80000bit ceil ¢ Jits inter-arrival time is half the value of the Rld.

mpu Ob ad cburst 160%b/8 mpu Ob o
s (dropped 0, overlimts 0)
O giants: 0
026

1:1 leaf 7: prio O quantum 5000 rate 4
v ad Ob cburst 1648b/8 mpu 0b o
ped 0, overlimits 0)
1 0

Figure - ierent tr ic Iasses on router Towée (Test 2) 3

With TCPdump tool it was possible to analyse the pe
flow bandwidth rate for each traffic flow on rouser 1
(Figure 7). In red, Best Effort traffic is send'&zcer’ with
a rate of 500kbps (maximum overall bandwidth ofteou
Towelie). This rate dropped approximately to 42(pkb 0
with the appearance of Flow 1 (80 kbps), represkirte
green. However, about 40 seconds later, Flow 2K46€)

is stated, also with QoS treatment, and due to, that Figure 8 — Inter-arrival time of each flow
background traffic’'s rate drops again, this time to
approximately 260 kbps. However, the analysis of the background trafficeiint

Twenty seconds later, the green line drops (Flows 1 arrival time may be more complex. Represented @ re
stopped) and due to that, 80kbps more of bandwad¢h this value is approximately constant until the tstdif-low
now available to unclassified traffic in router Talwe: the 1. As less bandwidth is available in router Towete
red line will arise that rate. As expected, the sam unclassified traffic, its inter-arrival time willse. After the
behaviour will happen with the end of Flow 2: thiise start of Flow 2, the red line rises even more agcbimes



also uncertain, instead of being approximatelyigiitaas
before. Finally, as both Flow 1 and Flow 2 wergpt,
the background traffic’s inter-arrival time sucdesby
decreases.

VII. CONCLUSION AND FUTURE WORK

One of the main goals of these experiments was to
provide QoS mechanisms to a testbed using NSI®qobt
and observe it functionality. As QoS traffic isvi@rded in
routers as soon as possible with no packet dropsQbS
in the testbed is verified. The bottleneck’s linksnalways
congestioned, but only unclassified traffic waspgred.

On the other hand, the inter-arrival time of boliwk
with QoS is constant. This proves that, for botdw8, no
packets are dropped or lost. The same does notehapp
with unclassified traffic, as its inter-arrival nrises with
the fall of available bandwidth.

A major problem of this implementation is the féohat
only one QSPEC model is supported. Thereforegeatet
scenarios are not as realistic as they could be.
Additionally, one future step in this work could hige
inclusion of a new Ethernet interface on router @by
allowing both Notebook and IT-757 to be directly
connected to it, permitting experiments using mhicjner
transmission rates (more realistic scenario). NTP
(Network Time Protocol) could be used to synchreraf
the machines and determine packet delays for aficr
classes. However, QoS packets are forwarded as they
arrive in the routers and therefore, their delgyractically
the sum of its processing time in each router.

The major step for future work would be the inotusbf
NSIS mechanisms in the existing Advanced Router
Mechanisms (ARM) module, used in Daidalos | and
Daidalos Il architecture, currently using RSVP, uitexd
for today’s demanding requirements.
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