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Abstract - In the future, different technologies, such as Wi-
Fi, UMTS, HSDPA and Wimax, will converge in a 
complementary manner forming a heterogeneous infra-
structure. Moreover, the evolution of mobile terminals will 
allow them to connect simultaneously to several access 
networks and make use of multihoming capabilities. Thus, 
the concept of “always best connected” (ABC), consisting in 
using the devices and access technologies that best suit 
communications needs, users and networks, can now be 
implemented.  
In this paper we present a performance study of a context-

aware and personalized network selection algorithm that 
enables the support of any criteria, quantitative and 
qualitative, including context and preferences, network and 
terminal characteristics, to determine the best access 
connection for each terminal and service. The performance 
results show the benefits of using such an algorithm in the 
network performance, and address the influence of specific 
criteria and constraints considered in the decision process. 
 

I. INTRODUCTION 

Over the last few years, various access technologies, 
such as WiFi, GPRS, UMTS, HSDPA and WiMAX, have 
been deployed and are available to mobile devices, which 
are increasingly equipped with more interfaces of different 
technologies (multihomed). 
Due to these improvements, the next generation of 

mobile communications will be based on a heterogeneous 
infrastructure where the different technologies combine in 
a common platform to complement each other for 
different service requirements. This multiple technologies 
environment will also lead to high mobility scenarios 
increasing the expectations of the users and their Quality-
of-Experience. Thus, each mobile terminal will be able to 
connect simultaneously to different technologies, which 
vary in bandwidth, delay, communication range, power 
consumption, security, reliability, end-user cost and 
several other aspects. Therefore, since the prime objective 
for the next generation of mobile systems is to integrate 
the different access technologies in a complementary 
manner, the concept of being always connected changes to 
the concept of always best connected (ABC) 1, enabling 
the choice of the best point of attachment to each 
user/services. 
However, the definition of best may have different 

perspectives depending of the ABC actor 2. It depends on 

several aspects that may be subjective or objective. 
Characteristics like personal preferences, device 
capabilities, application requirements, network coverage 
and resources are strictly related with best connectivity. 
This paper focus on the access selection process, using 
any-constraint algorithm based on parameters related to 
context, preferences, and terminal and network 
characteristics, combining this knowledge to enable the 
optimization of both terminal and network point of view. 
[3].  
In order to evaluate the efficiency of the implemented 

algorithm, different scenarios were simulated showing the 
benefits of the selection scheme. The simulations focus on 
the evaluation of the impact of one or more parameters in 
the decision process, in order to highlight the criteria 
flexibility, functionality and efficiency of the scheme. 
The rest of the paper has the following structure: section 

II briefly discusses other proposals of network selection 
algorithms. Section III conceptually describes the 
algorithm implemented and its main features, and section 
IV presents the results of the network selection process. 
Finally, section V concludes the paper and introduces 
topics for further research.  

II.  RELATED WORK 

In this section, we review related work, setting our 
requirements and briefly compare selected related work. 
Some work has already been done which explores the 

described optimization problem. The most common 
approach is to center the selection process on radio signal 
considerations (e.g., 10). As discussed, despite its 
importance, we consider that it is only one between many 
criteria to be accounted for network selection. It is also 
common to consider link quality metrics (such as delay or 
bandwidth) – e.g., [11]. 
Song et al. [14] also use Grey analysis in a mix 

WLAN/UMTS environment, being the main metrics for 
decision the QoS desired of the user or application and the 
current conditions of each technology (WLAN or UMTS). 
As we said, we depart from this model of selection since, 
as discussed, we adopt a model of discrete services. 
Hence, we’re closer to Gazis et al. [7] and Xing et al. [8] 
that model the problem of flow allocation as a knapsack 
problem: a user has applications to distribute across 
available PoAs. However, their work views mobility 
mainly as a resource problem, whereas we consider it to 
be only a part in a complete scheme for network selection. 
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Combined criteria not related only to signal strength or 
link quality have also emerged recently such as Iera et al. 
5], McNair et al. [12] and Chen et al. [13] These authors 
propose schemes that are based on cost functions that 
contribute to an overall cost function which will, in the 
end, determine the best (under the selected criteria) PoA to 
handover to. 

A. Key Requirements and Global Perspective of 
Related Work 

We state now the requirements that have guided our design: 
(i) strict service admission:  

clear separation between runtime admission control and 
quality information. 

(ii)  easy plug-in of arbitrary criteria. 
Any type of information should be possible to use, as 
long it is in a suitable format.  

(iii)  flow granularity. 
A flow should be the basic element. 

(iv) separation of powers. 
Terminal and network should exchange information and 
not attempt unilateral decisions. 

(v) fast environments. 
Support to queues of events. 

(vi) user optimizations. 
For scalability reasons, a scheme should support local 
optimizations (single user) and global optimizations. 

(vii) clear separation of entities based on self-contained 
properties. 

We have identified the following three entities whose 
properties should not be dependent on each other’s: 
network infrastructure (e.g., reliability of a PoA), the 
user/terminal (e.g., preference for low monetary cost) and 
resource constraints (available resources or not in a PoA). 
 

The review of the literature shows that, to the best of our 
knowledge, no scheme copes with all requirements. 

III.  ANY-CONSTRAINT ALGORITHM DESCRIPTION 

The network selection architecture implemented is 
based in the solution proposed in [3]. This section will 
briefly describe this scheme, presenting the main 
guidelines considered in the development of the solution, 
and the modeling of the several properties of each element 
in the network, providing an easier manipulation of the 
information. Finally, a description of the selection process 
will be given concerning triggers, the algorithm and the 
final handover decision made by the terminal. 

A. Design Guidelines 

The main objective of the network selection scheme 
proposed is to produce a ranked list of possible handovers 
that the terminal is allowed to perform after any event 
which triggers the selection process. The ranked list is 
composed by flow maps [9], each containing a possible 
distribution of the user’s flows through the available 

access points. This schemes addresses the several 
requirements listed in A. 
The events are the triggers of the architecture, caused by 

terminal requests, terminal movement, and any other 
possible change in the network that is relevant to the 
performance of its service provided. To support this, the 
scheme proposed must be able to deal with any type of 
trigger, being it classified as periodic, scheduled or based 
in context changes. 
The ranked lists should be produced associated to values 

directly linked with QoE. However, due to the subjectivity 
of this metric and the difficult of associate it with the flow 
maps rank, it is necessary to model the main elements in 
the network according to their properties.  
Regarding Points of Access (PoAs), there are two 

obvious properties: static priorities and resources 
available. Static priorities of a PoA could be reliability, 
monetary cost and mobility prediction. The resources of a 
PoA cannot be only related with bandwidth, but also with 
the capacity to provide different services to the user that 
wants to connect to it. 
User properties can also be divided in static and real-

time. The static properties of a user are related with all the 
context information that can be relevant in the handover 
process. 
An important guideline, besides triggers and ranked lists, 

is that the resource management is totally independent of 
the ranked lists process. This means that only PoAs with 
resources available are allowed to enter in the flow maps 
calculation, making all feasible and reducing processing 
effort.  

B. Entities Modeling 

In order to be able to model any criteria to be used in the 
algorithm, we decided to format it in a matrix presentation 
form. This is a friendly and legible way of organize the 
different types of information of each entity. 

 We start by the following definitions: 
� k is the index of a terminal belonging to the set of 
the K terminals able to perform a handover, 

Kk ∈ and Kk =# ; 
� M0 is the set of all possible PoAs, M1

(k) the set of 
all detected PoAs by the k terminal; 
� M(k) is the set of PoAs that are allowed to the k 
terminal, #M(k)=Mk; 
� W is the number of the properties of a PoA that 
will enter in the ranking process; 
� F(k) is the set of all running flows of terminal k, 
being # F(k) = Nk the number of running flows; 
� Flow map allows mapping each of the Nk flows 
of a terminal to one PoA out of the Mk possible, FM(k): 
F(k)  M(k).  

In order to model the three basic and independent entities 
in the architecture scheme (PoAs, users and flow maps), a 
specific matrix was define for each. The PoA profiles 
cover all the properties and context information about 
each PoA specifically. User profile relies on user/terminal 



ELECTRÓNICA E TELECOMUNICAÇÕES, VOL. 5, Nº 1, JUNHO 2009 
  

 

 

33

preferences and on non real-time activity of the user, 
being totally independent of the PoAs properties. Flow 
maps are related with user’s flows and with the resources 
available, being a kind of bridge between the information 
of the PoA and the user personal preferences and status. 

1. PoA Profiles 

Regarding PoA profiles, they are defined in this 

form . This matrix keeps the PoAs 
properties and can be easily changed according to 
different criteria or preferences relevant in the mobility 
management decision. To keep the scheme architecture 
independent, we did not specify a method to set the mapping 
between numerical values and properties. However, a 
solution addressed by A. Iera et al. 5 is used. It is a simple 
analysis of each property setting an empirical numerical 
value to the criteria or being this value the result of a cost 
function.  

The AP matrix is built based on all the specific properties 
of each PoA: taking this into account, its structure may be 
presented in three types of properties:  

 

 
  

The first substructure is set by information proceeding 
from the user, such as its preference for the PoA. The 
static part refers to the properties of the PoA that, first of 
all, are static and independent of context, users, or time. 
The third part is built regarding the information that 
comes from the network, like the current resource status 
of the PoA. 
 
 
 

Access 
Technology 

User 
Preferences 

(user) 

Monetary 
Cost 

(static) 

Handover 
Effort 
(static) 

Reliability 
(static) 

Bandwidth 
Allocation  
(real-time) 

UMTS 80 50 75 90 50 
WiMAX  100 30 75 80 50 
WLAN  70 80 100 40 50 

 

Table 1: Possible PoA properties. 

An example of PoA properties and their empirical values 
is presented in Table 1 (these values are the ones of the 
AP matrix). In this matrix, the values closer to 100 are the 
best ones in that specific criterion. Bandwidth allocation 
can be a good example of a real-time property of a PoA, 
since it is dynamic and a result of a simple cost function, 
where the more occupied is a PoA, lower will be this 
value. 

2. Flow Maps 

The flow maps map the distribution of the different flows 
that belong to the same user through the available and 
allowed PoAs. Its mathematical model definition is:   

 

The l index defines a specific flow map for a given 
terminal k. Since we defined flow as the minimum 
indivisible unit of resources  
 

   

3. User Profile 

The user profile is based on properties and information 
independent of the context and real-time activity of the 
network. In order to have the proper interaction between 
the PoAs and the users, the user profile matrix must be 
modeled concerning the PoA properties: 

 

The UP is thus a diagonal matrix whose elements are 
weights that measure the importance given by the user k to 
the respective PoA criterion. It is now possible to shape 
qualitatively and quantitatively users using various 
combinations of different weights for each of the 
properties of the PoAs. Making a simple example by 
following this logic, different user profiles may exist such 
as business man, gamer and groupie. As is understandable 
and common sense, different users have different needs, 
and these requirements may be quantitatively weighted by 
the values in the UP matrix. Given this, a weight 
distribution like the present in Table 2 is adequate to 
model the type of users and their requirements. 
 
 
 

User Profile 
User 

Preferences 
Monetary 

Cost 
Handover 

Effort  
Mobility 

Prediction 
Bandwidth 
Allocation 

Business man 0.5 1.0 1.5 1.5 1.0 

Gamer 1.5 0.5 1.5 1.5 1.0 
Groupie 0.5 1.5 0.5 0.5 0.5  

Table 2: Possible weight distribution for different user profiles. 

As is readily apparent all these properties and values are 
easily configured and modified according to the criteria 
followed by the architecture designer, as planned in the 
design guidelines and requirements for the network 
selection scheme. 

C. Network Selection Scheme 

This section will briefly present The network selection 
scheme. It consists in four main phases performed 
sequentially: trigger management and processing, 
classification and prioritization, calculation of the ranked 
list of flow maps and, finally, handover initiation.  
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1. Trigger Management 

In the developed architecture, three types of triggers were 
taken into account: real-time events, scheduled and 
periodic. The real-time events can be caused by the 
network, or by the terminal. As one of the main ideas of 
the scheme is the separation of powers, an exchange of 
information and perspectives is needed in order to provide 
the current state of the connectivity.     
The further types of events are related with expected 

changes of context either regular or occasional scheduled 
to perform a specific action, as a global re-arrangement 
for instance. 

2. Classification and Prioritization 

As many triggers can occur, and not all have the same 
urgency in being served by the network selection scheme, 
it is necessary to classify and prioritize them in order to 
attend through an orderly manner according to their 
importance or their type of user. Another advantage of 
classifying triggers is that it also supports user 
differentiation. This ability is very important to 
differentiate the service of premium users offering them 
their first choices in access selection and preferences.   

3. Flow Maps Calculation 

The architecture considers two different flow map 
calculation processes. The local optimization is the first 
and simplest referring to just a single user. The second, 
global optimization, concerns to a large number of users, 
being an iterative process for all users, similar to what is 
done in the local optimization. The necessity of two 
different optimizations arises due to the heavy processing 
of the global scheme. To describe this process, it will be 
followed the local optimization method, Figure 1, where 
the global optimization is only a generalization of the 
simplest routine. 
 This process is a simple algebraic manipulation of the 

matrices described so far. The matrix CAP contains a 
preference value by each PoA, being already an indication 
of the preferred access of the terminal. If it is not possible 
to find a flow map, a global optimization should be 
performed so that the architecture attempts to find a 
solution considering all terminals. The following “PoA 
Allocation” matrix (APA) determines, for each flow map, 
how much used is a certain PoA. Finally the “Weights of 
flow maps” matrix contains the rank of each flow maps, 
which after normalized, turns into the matrix Q which 
indicates the quality value of a flow map. 

 
 
 

 ∑=
= W

i ijMx APNUCAP
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WWWMWM UPAPNAPNU ××× ×=
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Find the S flow maps, 
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of resources

∑ =× = N

m mjMS FMAPA
1

11 ××× ×= MMSS CAPAPAWFM

)max( i

i
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Figure 1: Local Optimization process. 

4. Mobility Initiation 

After the optimization algorithm, the best p flow maps 
must be sent to the terminal, so that it receives the set of 
flow maps ordered by rank. Also, in accordance with the 
separation of powers and the idea of having the most 
independent entities, the terminal is free to choose one of 
the flow maps according to its policies. However, the 
architecture was designed to deliver to the terminal a 
ranked list which already covers its preferences, network 
state and resources available. So the first flow map of the 
list is always the most appropriate for the terminal flows, 
unless there exists any other unknown reasons to the 
network selection scheme. 

IV.  SCENARIO AND RESULTS 

This section presents a performance evaluation of the 
network selection scheme implemented through different 
scenarios. It also contains a study concerning the different 
parameters that can be configured in order to enhance the 
response of the global architecture.  

A generic topology was developed for ns-2 2.31. This 
scenario is adjustable depending on the number of mobile 
terminals and PoAs, which are inputs of the topology file. 
The topology is based on a very simple wired-cum-
wireless scenario. The topology dimension is calculated 
knowing the number of nodes in the network: distance of 
700m between PoAs to avoid collisions and in order to 
emulate a multi-access technology scenario where the 
technologies do not interfere with each other. Links are 
defined to connect the fixed nodes, configured with 
100Mb/s of bandwidth and a delay of 2ms. For each 
mobile node it is created a User Datagram Protocol agent 
(UDP) and a Constant Bit Rate traffic (CBR) generation 
agent, transport and application respectively. Regarding 
CBR traffic, it is defined a rate of 100kb/s for every 
terminal, and a packet size of 1000 bytes, with each 
terminal generating/requesting traffic.  

. 
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A. Load Balancing 

One of the real time properties of the PoAs is the 
resources availability (Bandwidth Allocation) at each 
moment in a specific access point. In the scheme 
implemented, this property is also considered, since it is 
expected that its utilization improves the performance of 
the architecture.  
Introducing the maximum weight (1.5) for load 

balancing in the corresponding field of the user profile 
matrix, the global performance is the one shown in Figure 
2. As the number of PoAs increase, better performance is 
achieved, since there is a wider range of possible accesses 
and more available resources (with no delay for 10 PoAs).  

 
Figure 2: Mean delay of scenarios with load balancing. 

B. Resource Management 

The wireless channel in ns-2 2.31 is modeled to provide a 
maximum transfer rate of 1Mb/s, although in a real 
scenario this rate cannot be achieved without downgrading 
the quality of service provided. To evaluate this 
mechanism, we considered bandwidth thresholds for 
admission control ranging from 700kb/s to 1000kb/s, 
Figure 3 and Figure 4. 
 Figure 3 depicts the packets delay achieved for different 

bandwidth thresholds that a PoA may allocate (with 5 
PoAs). As expected, there is a clear tradeoff between 
traffic in the network and the quality of service provided. 
In the curves corresponding to 900kb/s and 1000kb/s 
bandwidth threshold, the value of the delay gets 
significant and stabilizes due to admission control (Figure 
4).  

 
Figure 3: Admission Control Thresholds comparison for delay. 

 As shown, the optimization algorithm filters the PoAs 
totally occupied, forbidding the terminals to connect to 
them even if they are the preferred ones. The number of 
blocked flows starts to increase as soon as the resources 
are all occupied in all PoAs.  

 
Figure 4: Blocked flows with admission control. 

C. Triggers 

As explained in section 0, the triggers are one main part 
of the optimization process, since they are the ones that 
initiate local or global optimizations. The decision on 
which optimizations should be performed may be 
configured through different criteria, besides the usual 
user requests that are considered a trigger.  
To evaluate the effect of using triggers, simulations were 

performed based on the variation of the delay threshold 
used to trigger optimization. The scenarios tested were 
based on a threshold of maximum admissible bandwidth 
for admission control of 800kb/s, to be able to achieve 
significant delays and losses in order to trigger the 
optimization mechanism. These tests were performed 
using periodic QoS reports from the correspondent nodes 
at every second. From the results obtained in Figure 5 in 
scenarios with 10 PoAs, it is possible to observe the 
improvements obtained with the utilization of QoS 
triggers. For the maximum number of terminals in each 
scenario, the network is never saturated, existing always 
available candidates for each terminal. As expected, for all 
scenarios, as the value of the delay trigger threshold 
decreases, the overall delay of the network also decreases 
(and also losses, not shown here). As depicted in Figure 5, 
the differences between the curves are significant. One 
interesting result (not shown here due to space limitations) 
is the non-significant influence in the overhead of the 
optimization process. 

 
Figure 5: Delay dependent of trigger thresholds. 

Directly related with triggers are the QoS reports from 
the correspondent node. These reports are sent 
periodically and are also responsible for the number of 
triggers in place during a simulation. We will now 
evaluate the impact of QoS reports rate in the network in 
scenarios with 10 PoAs available and with a delay 
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threshold value of 250ms. As it is possible to conclude 
from the results in Figure 6, there is an impact of the QoS 
reports rate in the network. However, it is not as evident 
as in the threshold case. For instance, establishing reports 
at every 0.1sec is clearly better than configuring reports to 
each 5sec, as expected. However the difference between 
rates of 0.1sec, 0.25sec and 0.5sec is minimal. In this case, 
as opposed to the previous one, the difference in overhead 
is significant, because the reports can introduce large extra 
information in the network.  

 
Figure 6: Delay depending of QoS reports rate. 

D. User Preferences and Profile 

In order to study the impact of the user preferences and 
profiles in the optimized decisions, a new metric was 
considered. It is defined as the ratio between the 
handovers performed to preferred PoAs and the total 
number of performed handovers. 
The following results, depicted in Figure 7 and Figure 8, 

introduce a new parameter to the simulation which is the 
user profile, considering also different preferences of the 
terminal by each PoA. It is referred in the first figure that 
the results are the same for business and groupie profiles 
because the weight corresponding to the user preferences 
property given in their user profile matrices (UP) are the 
same. Both figures describe the impact of the load 
balancing weight in the preferred handovers ratio. For a 
null weight, the results are equal for both profiles, since 
the remaining parts of the APN matrix stay constant; the 
unique parameter that changes is the user preferences, 
irrespectively of the weight given in the UP matrix (0.5 or 
1.5) of each profile, because it will immediately determine 
the ranked list in function of this parameter. 

 
Figure 7: Preferred Handovers Ratio for Business/Groupie Profile. 

 
Figure 8: Preferred Handovers Ratio for Gamer Profile. 

However, as the load balancing weight increases, the 
ratio decreases, but in the gamer profile case, this decline 
is not as pronounced as in the business or groupie profile. 
This situation occurs due to the difference of weights 
given in the UP matrices and that influence the final 
ranked list of flow maps. As was previously mentioned, 
our mechanism enables the presence of this type of criteria 
in a seamless way. 

E. Global Optimization 

Using an approach where the local optimizations just 
concern with resources available and terminal preferences, 
global optimizations can be used to re-organize the 
network. This process takes into account not only 
terminal’s priority but also the state of current network 
resources through the load balancing feature. The results 
of this approach are present in Figure 9. The scenarios 
were evaluated using a maximum bandwidth allocation 
per PoA of 800kb/s. It was also considered that all 
terminals have the same preferences and profile in order to 
be more evident the impact of global optimizations. The 
“After Global Optimization” situation occurs after a 
unique global optimization is performed after all flows are 
distributed. The periodic optimizations are scheduled to be 
executed in intervals of 5 sec after the simulation starts. 

 
Figure 9: Impact of Global Optimizations in scenarios with 10 PoAs. 

We observe in Figure 9 that the benefits of performing 
global optimizations with load balancing are higher as the 
number of terminals increase. The curve corresponding to 
the mean delay before the optimizations, as expected, has 
higher values as the number of terminals increase. 
However, for scenarios with a low number of terminals, it 
tends to be nearer the other curves. Comparing the 
difference in the results between a unique optimization 
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and periodic optimizations, the difference is not very 
sharp, with better results for the curve of periodic 
optimizations. However, as a global optimization always 
involves many handovers and re-allocations of flows, this 
solution may not be always the better for the user. This 
depends on many factors, and one of them is the 
efficiency and seamlessness of the mobility mechanism in 
place. 

V. CONCLUSIONS 

This paper presented an implementation and evaluation 
of the network selection algorithm proposed by [3] under 
the future paradigm of ABC in next heterogeneous 
networks. The developed architecture allows the network 
to manage its devices connectivity using intelligent 
elements and decision algorithms. It is able to process a 
decision based on different types of criteria, context, 
resources availability, QoS state, user profile and 
preferences, through a matrices formalism and a 
sequential process of algebraic manipulations to provide a 
ranked list with the best maps of flow’s distribution 
through the available and allowed access technologies. 
Through the performed experiments, we can take the 

following important conclusions: the performance of the 
overall network is improved and it is able to provide the 
best selection both for the network and the users; the 
optimization scheme is indeed able to integrate any 
criteria, being a first step for the inclusion of context 
information and pervasive sensing environment 
characteristics, in future internet and networks. 
As future work, we plan to integrate different types of 

networks in this mechanism, such as mesh and moving 
networks, different types of services, such as multicast, 
and improve the context and sensing criteria for the 
support of pervasive environments. 
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