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Natural Language Generation in the context
of Multimodal Interaction in Portuguese

José Casimiro Pereira, Anténio J. S. Teixeira, Umadgousa Pinto

Abstract — In many situations, systems and people have to

interact and share information. With demographic aging a
group of users that deserves special attention arhe older
adults. Multimodal interaction aims to improve the
interaction between human users and electronic desés. A
key technology for the output part of a Multimodal system is
conversion of the concepts handled by systems inteadable
text or audible speech output, area with almost navork for

Portuguese. As a starting point for the developmentof
output generation modules for use in multimodal inéraction
contexts, we developed, as proof of concept, a podgpe of a
NLG module to support transmission of information on
drugs to older adults based on a data-driven transition

approach. First sample results of the generation ar
presented.

Keywords: Natural Language Generation, NLG,
multimodal interfaces, fission, adaptability to uses, data to
text, Portuguese

|. INTRODUCTION

In many situations, systems and people have tgaicte
and share information. New devices and technologies

changing the way people use devices like cell-phae ) )
efficiency and computers or cell phones. This new concept makes it

small computers. The naturalness,
effectiveness of interaction are a major concefn [1

A. Users are not all equal

Systems and interfaces are made for people and aser

not equal. It is expected that different usershwiifferent
characteristics and  capabilities, have

expectations when they use a device or system.zEeet
and co-workers [2] argue that most systems do ak t

this into consideration, since they are prepared idat

they call, the “average user”. These new interfare to

B. Multimodal interaction

Either due to environmental conditions, where this
interaction is made, either due to physical or mlent
limitations of human users, sometimes, is necedsange
various modalities, simultaneously, to improve this
interaction.

Infarmation

Mod, : input/cuput Modality
DC: Dialogue Controller
FC: Fonctional Core

Figure 1 — Simplified multimodal system architeetur
(adapted from [6]).

Multimodal access aims to improve the interaction
between human users and electronic devices, like

possible to use various forms of interaction (sqund
gestures, GUI, etc.). With these types of intecacti is

also possible to create an environment where a user
connect transparently to the same content, regardié

the type of device used (mobile phone, PDA, compute
etc.). This interaction will be, naturally, limiteby the

different characteristics of users and characteristics ofdéndces

used [2, 4, 5].

Multimodal systems (as presented in Figure 1) are
systems mainly composed by 3 modules, besides input
and output modalitiesFusion Fission and Dialogue

adapt to user, processing input and generatingtedap Managef6, 7]. Fusion deals with the perception of

output.
With demographic ageing,

special attention are the older adults. With sigtadatural
interfaces, the introduction of technological swios can
facilitate their daily life, fighting isolation andxclusion,
increasing their pro-activity, work capacity andanomy

(3].

information that the user provides to the systeissién,

probably the greatest on the other hand, deals with information that gkistem
achievement of mankind, a group of users that geser

will provide to user, in response to a user intéoac
Dialogue Manager is the “brain” of multimodal syste
since it processes the data provided by fission uleod
determining what response should be given by system
through fission module.
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C. Output inmultimodal [I. NATURAL LANGUAGEGENERATION—
A BRIEFOVERVIEW
A key technology for the output part of a Multimbda
system is conversion of the concepts handled by the Bateman and Zock[11] argue that NLG systems need to
Interaction, Dialog Manager or even the applicationto map some non-linguistic source (such as databdag tda
readable text or audible speech output. some linguistic form of speech. Nevertheless, thisot
For humans, speaking or writing are natural ways ofan easy task, since it involves the necessity okema
interacting. Since man invented computers, se\effaits several difficult choices. First, it determines the
were made to provide computers with the ability of motivation of the conversation. Secondly, it hasiécide
produce “human” language as good as humans ca8jdo [ what should be communicated. After, how the message
One of these efforts are Natural Language Generatio going to be expressed, and lastly, the message it
(NLG) systems. This kind of systems are definedehyd transmitted to user.
Reiter as systems thageénerate texts in English and other Those choices are usually made by a “dialog mahager
human languagés[9]. NLG systems are requested to [10, 15].
decide “how” to say (or write) after deciding “whab
say [9-11]. This means that NLG systems shouldtde a A. General architectureandphases
to behave as a human being, producing text or spihet
is syntactically and semantically correct, in aidditto Reiter and Dale presented in their book “Building
being correctly contextualized. Natural Language Generation Systems” [16, 17] the
prototypical architecture of application-orientedL®l
system (se&igure 2) )and their major processing phases:
D. Portuguese and lack of work for our language Document Planning Microplanning and Surface
Realization
It is estimated at about 240 million the numbepebple
who speak the Portuguese language worldwide [1R, 13
This makes the Portuguese language thenbst spoken
language in the world. It is expected that this ham
grows up to 335 million by 2050 [14]. This realibyings
new opportunities in the study of multimodal ingexés,

with especial concern about Portuguese naturalukage é c ) §

generation. A survey in the publications of theertfic v - E ¥ - X
community showed that there are very few work ealri Z §% - & & ¢ g A
out on the Portuguese language, related with maétah §— § g > 5—) 'g. > T — ‘E‘f‘, —> ¢
systems and NLG. Most of it (if not all) is abouiaBilian S éf 5 8 Jx,' # & £
Portuguese. g g s % @
Our aim is to produce a system, which interact$ ait é &

user, mainly with multimodal interface, in Portugae v

language. This system should be able to recogtiee t
kind of user that is interacting with it, and thentext of
that interaction, and produce written, oral or wisu
messages in European Portuguese.

It is our intension that our system is developethaarea
of health care. At this moment, we are working in
producing, on what we call MedicalCare NLG system.
This first prototype intends to help elderly peopte
identify and take their medication.

Figure 2— An NLG system architecture
(adapted from [16])

= Document Planning — Document Planning is the
first phase of NLG Systems. It decides what infdiora
is used for communication. In most systems is thoestm
- < important phase. It includes a Content Determimatio
Language Generation (NLG) area, to contextualise th oqyle and Document Structuring module. Content
paper;Section 3describes the user modelling, since it iS petermination decides what messages should be insed
important to know and understand the charactesisiic (5| \terance. Document Structuring organizessagss

users of our systemSection _4describes the prototype of <. |acted previously, making coherent phrases and
our first NLG module; Section 5presents the results paragraphs

obtained with the prototype presented in sectioandl, on
last sectionwe conclude, discussing future work.

This paper is organized as follows:
Section 2 presents a brief introduction to Natural

= Microplanning — The second phase of NLG systems
materializes ‘document plan’ produced in previobssge.



402 ELECTRONICA ETELECOMUNICAGOES, VOL. 5N° 4, DEZEMBR0O 2012

It includes three modules: Lexicalization — choafethe NLG systems;

words needed to relay the information contained in e<Conventional NLG — has been presented by Reiter

document plan; Aggregation — decides how much and Dale in [16].. As already presented, it hasghmain

information should be used; Referring Expression modules: aext planner asentence plannesnd asurface

Generation — decides what phrases should be used teealiser,

identify entities or objects to the user. *Trainable NLG — modules that ugeainable NLGare
more complex than those described above. Hererdift
strategies are used. Several use ontologies as main

Surface Realization— last phase. Previous phase prepare structure of archiving corpora. These ontologies thien

the text to be generated, but do not generatehit iE the used to produce new utterances. Systems as SPaRKy[2

work made here. In Surface Realization messages ar@l], ELEON [22] or BabyTalk[23, 24] are examples of

prepared to be presented to user. these approach. Others, like Mountain [25, 26], use

Next figure presents an example of work done by aaligned corpora and tools like MOSES [27] to stataly

surface realization engine. This example was preduxy produce new utterances.

Novais, et al. [18], and uses, &), simply a template to

produce the desired output; b, some extra information  NLG Systems Tools and Resources

to format template output; and i), a more complex

structure, where some linguistic knowledge, such as In past years, several systems and tools have been

person, mode, verb, verb tense or adverbial modiee  developed in the field of NLG. Here, we present st

used to configure the original template. relevant for our objectives.
Input Expected output
2) Systems
(a) template #17 [You]gen
[should deliver],.,, Representative systems are:
[your results]aien * Mountain
on Friday.
Mountain [25, 26] was designed by Langner and A.
(b) template #17, [Youl.gent Black. Its operating principle is simple but noivitl.
patient=essay, [did not complete].cion Mountain acts like a machine translation systenusks
action=not_complete  [your essay]asen: two parallel-aligned languages. One is called titernal
on Friday. language. The second is called the target language.
Internal language describes the several statesytsiem
(c) template #17, [Our teacher]ygen has. The target language corresponds with the messa
agent=teacher, [will givelacion be sent, in natural language, to the end user.
determiner=possess, [a talk]parient Mountain uses the MOSES translation machine [27] as
action=give, on Friday. the kernel tool.
tense=future, Mountain’s work is done in four steps: First, itdsfined
patient=talk, a parallel corpus with the internal and target lsage.
determiner=indefinite Secondly, Mountain is trained with that corpus. Toal

is to train a translation model, which is capable o
translating from the structured internal language t
appropriate natural language. Third, the targeguage
(the natural language from corpus) is used to ttha
language model, which is responsible for the quadit

Lemon, in [10], outlined the three main approactws output utterances. Fourth, after language modéitg,
’ ' MOSES is used by Mountain to generate output

generating system utterances in dialogue systems: e ., :
template-basedNLG conventionalNLG and, more utterances, related with “sentences” from the makr
recently trainablegeneration. language.

*Templates— Templates use pre-build text forms. It is
mainly used in industrial dialogue systems. Theg ar * SINotas
present in state-of-the-art systems, too. Templatesnot
necessary easy to build and they have the d|smi\¥ﬂmtf Natural Language Generation in Portuguese is atill
having little flexibility, since for each situations  subject largely unexplored. Novais, Aratjo and co-
necessary to rewrite them. However, generationWorkers developed SiNotas[28, 29] which is a system
mechanism do not need substantial modificationd. [19 Primarily developed as a testbed for NLG researcthe
Output speech quality could be as good as othedskbf

Figure 3— An NLG systemarchitecture
(adaptedfrom[16])

B. Classes ofApproaches
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(Brazilian) Portuguese language. SINotas was deeelo
at University of S&o Paulo, Brazil.

It is an aligned data-to-text [30] system. SINotese
parallel corpus. This corpus consists of two hudsrend
a half aligned data-to-text sentences. It takesthdents’
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First stage isSignal Analysis(1) which extracts the
information provided by medical devicesData
Interpretation(2) analyses the provided data by first stage
and infer actions to perform or repddtpcument Planning
(3) selects the most important events from eadiages

grades (the raw data), from academic records, andand groups them into a tree of linked events. Binal

correspond it to an utterance which explains theaton
of that student, comparing his grade with his pesgrover
the semester. It compares, too, student’s grade allt
class’ grades.

Novais, Araujo and co-workers argue that SINotas is
useful for students and professors, since it aljdwath of
them, assess students’ performance, in a friendly w

e BabyTalk

BabyTalk[23, 24] is one of the most recent projeafts
Ehud Reiter. It is also a data-to-text project.

This system aims to help doctors and nurses, wgrkin
a Neonatal Intensive Care Unit (NICU), make better
decisions about the health of newborn sick babiés
amount of available data is, frequently, too bigg ahese
professionals need analyse it, most often with time
pressure. Data refer to patient’'s reports, clinical
examinations, measurements of biometric sensorssand
forth. Since time to interpret it is often scarBabyTalk
aims to produce textual reports, with that datbgwahg
minimizing medical errors.

BabyTalk project has two main objectiv&®t-Nurseand
BT-Doc BT-Nurse intends to summarise available data of
a 12-hour shift, in order to inform an incoming seirof

what had happen before. BT-Doc summarises, too,

available data in a 6-12 hours shift. In this cabese
reports are addressed for junior doctors to proviaee
support for their decisions.

As corollary, BabyTalk has two other secondary
objectives:BT-45and BT-Family BT-45 summarizes the
last 45min of available data. BT-Family will gentra
daily reports for parents of NICU babies in order t
inform and reassure them.

e-_-_- w
cnncept/
@ %cuncepts
Data
arpreta | medid
Itarpretation Decuent
|_oroups, O
hov MicroParringA L

| opsenvefions
of everts
and Reelisation
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Figure 4 — BT-45 architecture
(adaptedfrom [24])

Figure 4 shows the architecture of BT-45, which s
first module built. Textual summaries are generaited
four stages, all of which access a domain ontolegich
includes information about NICU concepts.

Microplanning and Realisatiofd) translates this tree into
coherent text [23].

2) Tools

Moses

MOSES [27, 31] is a statistical machine translation
system. With it is possible to train a model tonsiate
parallel corpus. This parallel corpus is a collgttof two
strictly aligned corpora files. Both files shouléive de
same number of lines, and for each line, in thewofile,
the text it contains is the translation of the sdimein the
target language file.

MOSES work is done in conjunction with GIZA++ [32]
and with SRILM [33]. The purpose of these two taslo
provide a correct alignment between the two semtenc
aligned files with corpus (GIZA++), and for buildjrand
applying statistical language models (SRILM).

Moses features include two types of translation etead
phrase-basedand tree-based In phrase-based Moses
only uses two files.One for describing the aligntnen
between words from the source file and target filpis
file is the main file for this model, since the dder
consult it to figure out how to translate the inpaxt file,
from the source input language to the target laggu@he
other is the configuration file [34].

The tree-basedmode is slightly different frorphase-
based model. In phase-based, exists a direct and atomic
translation from the input phrase to the outputaphr In
tree-based, the mapping rules use grammar ruleighwh
include variables. These models are called treeehas
because the translation is organized like a tree.

Another relevant feature about MOSES is its ability
handle with ambiguous inputs. When a machine
translation system is designed to process onlyiopet
hypothesis, if two or more inputs occur, an errould
happen. Moses is capable of processing inputsivelat
ambiguous. These inputs are stored in the formattités.
The processing of these lattices will produce thestb
possible translation [34].

* SimpleNLG

SimpleNLGJ[35, 36] is a Java API toolkit, developed
under the supervision of Ehud Reiter at the Unitxeisf
Aberdeen Scotland, which does basic NLG
lexicalization and realization. SimpleNLG is an oy
project. It is intended to function as a "realiaatiengine”
for Natural Language Generation architectures [35].
Basically, it provides interfaces offering direcontrol
over the realization process. By realization precé3att
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and Reiter [36] mean the way phrases are built and User's abilities are not the only responsible for

combined. Despite SimpleNLG is specially designed f
English language, it was adapted to French and &erm
with satisfactory results.

SimpleNLG operates with three modules [35xicon/

morphology system decides what words should be used;
Realiser — generates texts from a syntactic form; and,

Microplanning— realizes simple sentence aggregation.

It is specially designed for data-to-text applioas,
which generate texts, written in natural langudtgeying
by source numerical or other non-text data. Simp@N
has been used successfully in several projects.oDtlee
latest was Baby Talk.

I1l. USERVIODELLING

How to adapt to users? When a system is produtés, i
designed to be used by users. Therefore, it is itapbto
understand and predict users’ preferences
expectations, in order to develop good interfaces.

Besides the study of users’ preferences, how taiseq
user personality information is another issue imremnt
investigation. How to adapt system behaviour
personality and mood of users? Mairesse and W§B&r
38] proposed a system named Personage. This tosltai
adapt linguistic style of utterances produced, thase
analysis of users’ politeness, personality or listic
style.

Another important work was made by Coetzee, Viviers

and Barnard [2]. They proposed a model to deterrtine
best possible combination of input and output mitidal

and

to

constraints over interaction with devices. Othectdes
can interfere. Table 2 presents a list of userdividual
preferences, when interacting with systems. These
preferences are directly related with their sensgght,
hear, touch). These user preferences might, as ell
influenced by users’ literacy.

Table Il
USER S PERCEPTUAL PREFERENCE
(adapted from [2])

Perceptual Pref- | Description
CTENLE mem ey
/?isual (V) Sodividual prefers pictures, graphs and
dijgrams.
! Aural (A) Inglividual prefers spoken words
\ ﬁcad:’\\"rite (R) | pndividual prefers reading and writing
N o = 7| texts
Kinaesthetic (K) | Individual prefers to move his/her body
and manipulate things with his/her own
hands

IV. TOWARDS AFIRSTNLG MODULE —
NLG FOR AMEDICINE REMINDER IN PORTUGUESE

We studied several tools, and none provides a simpl
methodology for developing NLG systems. All systems

This model, designated Cost Model, is a mathenlatica were built to solve a particular problem, and nohéhem

tool that takes in consideration the user’s proéted
preferences.

By user profile, the Cost Model refers to users’
capabilities. It is argued that every individuak thfferent
abilities (what he can do) and several disabilifigsat he
cannot do) to deal with systems interface. It ipkasized
the abilities rather than the disabilities.

Table 1 presents a list of assumptions that isiplesto
make about user’s abilities linked with output. Quork
is especially interested in the abilities markedhwthe
dashed line.

Table |
LIST OF ASSUMPTIONS ABOUT USERS ABILITIES LINKED WITH OUTPUT
(adapted from [2])

Ability associated with out- | Assumptions

put —
#Can See S R None
/ [ Can Hear M None
\ | Can Read 7 User can see

» Cgn Read ( simplifiedte®t)
Can  COndStstand  South
African Sign Language

User can see
User can see

Can Feel None
Can Understand Braille User can feel
Can Lip Read User can see

could be extended to suit our needs.

This motivated us to build our own system. We had
focused in elderly people, because they have dpecia
needs, especially if we realize that their memong a
physical capabilities are not how they used toalé, it is
well known that Portuguese people are getting dlie
aim of this first prototype NLG module, that we ledl
MedicalCare NLG, is to take that in consideration.

A. Scenario

The scenario, which we have designed, plans toeaddr
the situation where a person is taking medicindse T
system should interact with the user in is natlasafjuage
(in this case, Portuguese), and assist him/her heir t
needs.Figure 5 shows a hypothetical scenario, where
user is interacting with MedicalCare system.We ndte
for instance, that if a person asks what time tleglioine
is to be taken, system should reply telling him/hdrat
he/she wants and complementing with the charatitexis
of the medicine (shape, colours, quantity, etc.).

To do that, this NLG module uses three types ofsise
the person who really is going to use the systdm; t
person who configures the system (it could be hrtietan
or a relative) and the system itself.
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I'vetoldyoutwic
e! Youhave to
takethe 2

Figure 5 — Hypotheticalscenario,with a user israxténg with
MedicalCare system (createdusingfe@vondl i f e. com)

B. TheAdoptedApproach: MachineTranslation NLG

Our aim was to translate information retrieved from
database system into natural language. We havegsaial
several systems and tools. Most of them were tampla
based. Every one we tried had several drawbacks th
made impossible to use them.

One of last works analysed was Langner’s work P,
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D. Corpus

The aligned parallel corpus is needed in orderbiaio

the mapping between the internal “language” and the
natural utterances that we would like to teach.

Our collected corpus is still a very experimentaipeis.

It consists of about 284 sentences. In fact, dt é®llection

of two parallel-aligned data sets: the internablzege and
the target language.

As explained before, MISES uses two parallel-aligned
languages. The internal language, that reflects the
database data, consists from three to seven ortigteds.
First token: patient name, second: medicine nahigj:t
medicine dosage, fourth: medicine type, fifty: nooe
main colour, sixth: medicine secondary colour, and
seventh: the dosing frequency. It can grow, siheeet are
more data types in the database.

The target language consists of Portuguese sestence
describing the data expressed in the internal laggu

To test, we made a second version, resulting ofesom
Aprocessing. All tokens of the internal language ewer
converted to numbers, and the number of tokens was
established in five. The numbers we used here lzze t

based on translation and training from a corpus. Weprimary key of the corresponding record in database

decided to use a similar approach,

C. Some ImplementationDetails

The MedicalCare NLG system is still in a very
embryonic stage. As Langner[25], we have decideds®

MOSES [27], GIZA++ [32] and SRILM [33] tools.

This system consists in three main components:

Therefore, the meaning of tokens is as follows.stFir
token: patient’ ID, second: medicine ID, third: riede
dosage. Fourth token combines three data typesicimed
type ID, medicine main colour ID, medicine secondar
colour ID. Fifth and last token, the dosing frequenA

null value (zero) express that there is no valuetifiat
token.

Next tables present some examples of the training
corpus. They represent the same data with the texpor

» The DBMS (Data Base) component: database changes made to the internal language.

software responsible for archiving all kind of data
The characteristics of users, their medical
prescription, etc.;

= theMOSES NLG machinemodule responsible for

Table IlI
translate the data send by NLG module into Part of the First Aligned Parallel Corpus
Portuguese text;
* NLG module the kernel of this system. It is

Internal language Corresponding target language

responsible for receiving user’s inputs; savefksg#i
data to/from DBMS, send messages written in
internal language to MOSES module, and, finally, t

Sra. Costa néo se esqueca de aplig
o0 medicamento CCCC

Carla Costa CCCC

process NLG messages sent by MOSES, and infor
user about what he/she needs to do. This interacti

Aplica o spray incolor, do
medicamento CCCC

mCarla Costa CCCC 1 spray
incolor

will be made by text, sound (voice) and/or images.
Next figure details the proposed architecture ef MG
module.

Deve tomar 2 comprimidos verde
alface, do medicamento GGGG, de
em 8 horas

Mério Silva GGGG 2
comprimido verde alface 8

MedicalCare system

g]

<<COMmponent>>
MOSES NLG machine

O Sr. José Godinho vai tomar 4
céapsulas azuis e brancas, de 6 em
horas, do medicamento AAAA

José Godinho AAAA 4 capsulal
azul branco 6

<<component>>
NLG module

8]

'

<<component>>

Joéo Pereira HHHH pomada 1o

branco

Sr. Pereira deve aplicar a pomada
medicamento AAAA

o

Figure 6 — The proposed architecture



406

Table IV
PART OF THESECOND (PROCESSED VERSION OF THEPARALLEL CORPUS

Internal language Corresponding target language

Sra. Costa néo se esqueca de aplicar o
8300000 .

medicamento CCCC

Aplica o spray incolor, do medicamento
8316100

CCCC

Deve tomar 2 comprimidos verde alface, do
2721608 .

medicamento GGGG, de 8 em 8 horas

O Sr. José Godinho vai tomar 4 capsulas
9142836 azuis e brancas, de 6 em 6 horas, do

medicamento AAAA

Sr. Pereira deve aplicar a pomada do
1833000 .

medicamento AAAA

E. TrainingProcess

The next figure represents the sequence useditoatnd

use Moses.
Portuguese
Language Model

Lower case
Portuguese words
Normalized Corpus Train phase model Internal - Portuguese
Translation Model

Tokenize/
Normalize
Internal tokens

Figure 7 — The training process (adapted from [7])

Portuguese text

g

Internal language

Training the models for MOSES required several step
First, the corpus was tokenized. In this step, yeepecial
symbol (like a dot, comma, semi-colon, etc.) présein
corpus need to be separated from regular wordsrting
space characters before and after it. Because MOSE
scripts are not prepared to work with Portuguesedsat
was done manually.

Second, both internal and target language wereertet/
to lowercase. Third, we used SRILM tool to builce th
language model for the target language. Due to Ismal
corpus it was only possible to build a 2-gram laggi
model.

Finally, this prepared corpus with the language ehod
was used in the training of MOSES.

V. FIRSTRESULTS

As said before, our aim was to translate raw data i
Natural Text. We defined a plausible question, irezhbby
MedicalCare philosophyWhat medicine should | take
now?, and tested the system’s answer.
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For the first version of the system, presented his t
paper, MedicalCare NLG system only has the database
and the translation machine. Therefore, all otherkws
done manually. To answer a question, a view wasemad
resulting in a table with the necessary data frdm t
database to drive the generation process.

3 view_question03
patientFirst - patientlast! - medicineName -~

GGGG

dosage ~

Mario Silva 2

el

medicineType » corPrincipal » corSecundal - dosingFrequenc -

comprimido verde alface 8

Figure 8 — the extracted data for this example

The resulting data, which corresponds to the detson
of the medicine to be taken, was transformed tgtads,
for exampleMario Silva GGGG 2 comprimidoverdealface
8 (in English: Mario Silva GGGG 2 green-lettuce )l
with space characters separating each field. Tiishhs
correspondence in the internal language.

Afterthat, wetranslatethelistwith®ses (Figure 9),
andtheresult, for ourexample,was8o se esqueca de
tomar 2 comprimidos verde alface,, do medicamert8 d
em 8 horas(inEnglish: do notforget to take 2 green-
lettucepills, of medicine in 8 in 8 hours).

Secondly, a new set of experiences were made tising
processed version of the corpus. The raw list was
converted into numbers, matching each field withirth
corresponding primary key. The result for our exiEmp
was:2 7 2 160 8. As for this first version of the system
we opted to not have real medicine hames, we usats
generic names as “aaaa” or “bbbb”. Inclusion ofl rea
names is anticipated as straightforward.

The result of the generation process (Figue 10)
wasslightly better: ndio se esqueca de tomar 2
comprimidosverdealface , do medicamegty , de 8 em
8 horas(in English: do not forget to take 2 green-lettuce
pills, of medicine gggg, in 8 in 8 hours).On first
experience, Moses did not return medicine nameggtyg

%vhich occurred in second set of experiences.

VI. CONCLUSIONS ANDFUTURE WORK

In this paper we argued on the need and usefuloiess
NLG systems and how they can benefit people, eajheci
elderly or very young ones. We also present bribsfflyG
structure and report about systems and tools thatseful
to support development in this area.

Because the population of Portugal is getting ole,are
especially interested in studying tools to thistkof users,
hoping to contribute to improve their daily liveufirst
experiments seem to show that is possible to peduc
NLG systems with Portuguese language by adopting a
translation approach trained using existing tools asing
an adequate parallel corpus.

The results we obtained are encouraging, although o
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work is still in a very initial phase. In the neature, we Our work intends to also contemplatethe use
expect to have evaluation results, an improvedusyrfhe ~ multimodality, with special focus in output. We pldo

first developments in user modelling and applicatto use text, audio, and, where possible, visual inégiom in
new scenarios. 2D or 3D. The use dadvatarsis a strong possibility.

00 jasimiro@jcasimiro-VirtualBox: ~fmedical_care_03

Ficheiro Editar Ver Procurar Consola Ajuda

Creating lexical reardering...

weights: ©.390 8.300 9.300 £.308 0.380 ©.300

Loading table into memory...done.

Start loading LanguageModel /home/jcasimiro/medical care 83/work/Iim/medical care corpus 63.1m : [8.888] seconds
/home/ jcasimiro/medical care ©3/work/lm/medical care corpus 83.lm: line 18: warning: non-zero probability for <unk= in closed-vocabulary L
H
'Finished loading LanguageModels : [@.088] seconds

Start Loading PhraseTable /home/jcasimiro/medical care 83/work/model/phrase-table.gz : [0.868] seconds
filepath: /home/jcasimiro/medical care @3/work/model/phrase-table.gz

Finished loading phrase tables : [8,808] seconds

Start loading phrase table from /home/jcasimiro/medical care 83/work/model/phrase-table.gz : [0.0800]) seconds
Finishej loading phrase tables : [1.088] seconds

CINOUT/SIOIN
Created input-output object : [1.888] seconds
Translating: 2 7 2 160 8

Evlle:tmg opunns took B.880 seconds

ndo Se esqueca de tnmar 2 comprimidos verde alface , do medicamento gggg , de 8 em 8 horas
BEST TRANSLATION: ndo se esqueca de tomar 2 colprlmldos verde alface , do medicamento gggg , de 8 em B horas ||1111] [total=-7.200] <<B8.¢

Translatlun touh B BTB iecunds
Finished transl.atmg
jeasimiro@jcasimiro-VirtualBox:~/medical care 833

Figure 9 — Second MOSES translation

O25 jeasimiro@jcasimiro-VirtualBox: ~/medical_care_02

Ficheiro Editar WVer Procurar Consola Ajuda

Creating lexical reordering...

weights: ©.300 0,300 0,300 0.360 @.300 0,300

Loading table into memory...done.

Start loading LanguageModel /home/jcasimiro/medical care 82/work/Im/medical care corpus 82.lm : [8.068] seconds
fhome/jcasimiro/medical care 82/work/lm/medical care corpus 82.1lm: line 18: warning: non-zero probability for <unk> in closed-vo
cabulary LM

Finished loading LanguageModels : [8.868] seconds

Start loading PhraseTable /home/jcasimiro/medical care 82/work/model/phrase-table.gz : [0.888] seconds
filePath: /home/jcasimiro/medical care B82/work/model/phrase-table.gz

Finished loading phrase tables : [8.888] seconds

Start loading phrase table from /home/jcasimiro/medical care 62/work/model/phrase-table.gz : [0.868] seconds
Finished loading phrase tables : [0.8088] seconds

STOANT /STOTA
Created input-output object : [8.808] seconds
Translating: mario silva 2 comprimide verde alface 8
Collecting options took ©.888 seconds
carpnde
ndo se esqueca de 2 comprimidos verde alface , do medicamento de 8 em 8 horas
BEST TRANSLATION: ndo se esqueca de 2 anprllldus verde alface , do medicamento de 8 em 8 horas [111J111] [total=-4.938] <<0.80

: s L, TS T IIETTTINNIL,TIT IS4, 4,99

Translatlnn tunk E EJB secnnds
Finished translating
jeasimiro@jcasimire-VirtualBox:~/medical care 825 [

Figure 10 — First MOSES translation
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