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Background/Objective: Technological evolution is increasingly making real the elements necessary 
for the daily practice of personalized medicine, an improved vision of health care whose decisions regard-
ing prognosis, diagnosis and therapeutic strategies depend on the patient's various characteristics. This 
approach leads to the collection and use of information that is broad in extension and complexity, for which 
dimensionality reduction techniques are imperative, in order to simplify and understand it. This paper aims 
to show the value of the ClustOfVar technique, a variable clustering technique capable of dealing with 
mixed data, resulting in data reduction. Through its hierarchical and non-hierarchical approaches, it 
replaces sample variables with representative synthetic variables. This dimensional reduction can be 
extended to individuals by applying Ward's method.

Methods: The cleaning process of anthropometric, obstetric, vital signs and pubertal status data from 
700 participants of the Generation XXI cohort and/or their mothers led to variables being removed (181 
down to 105 variables, 82 quantitative and 23 qualitative). Then, the hierarchical technique of the Clus-
tOfVar package was applied, which started by building a hierarchy of variables. The optimal number of 
clusters was then determined, considering the aggregation level plot and the bootstrap methodology, and 
each cluster was characterized. The partition into clusters was then tried with the non-hierarchical process. 
Once the partition was defined, Ward's method was applied, dividing the participants into clusters. We fin-
ished with their description according to the synthetic variables.

Results: The partition in 8 clusters of variables suggested by the hierarchical technique was chosen, 
with the first and third cluster being filled mainly by maternal characteristics (relating mainly to menstru-
ation and physical measurements, respectively). While cluster 2 mixes maternal and individual 
characteristics, cluster 4 contains only patient variables at birth. Cluster 5 is the most diverse, with anthro-
pometric and related measurements of vital signs and blood macromolecules. Cluster 6 has total mass and 
fat measurements. Finally, cluster 7 is related to pubertal status variables, and cluster 8 includes cholesterol 
variables. The clustering of individuals results in the creation of specific profiles for each of the 8 clusters of 
individuals.

Conclusions: The ClustOfVar technique accomplishes a data transformation relevant to the dispersion 
of personalized medicine. However, it lacks the ability to deal with high proportions of missing data and its 
bootstrap process is very time-consuming.

Introduction:

Personalized medicine involves an optimized vision of healthcare that has at its core the various differ-
ences inherent in patients (genetic, epigenetic, molecular, physiological, physiological, environmental, 
behavioral, etc.) and relies on them to investigate possible prognoses, determine diagnoses, and choose the 
therapeutic strategy to be followed [1]. The constant development of procedures and platforms for collect-
ing biological data, such as the Internet of Things, mhealth and omics science techniques (e.g. next-
generation sequencing) has led to the creation of big data, thus opening the door to solving complex health 
enigmas. This type of heterogeneous dataset, by containing the variability of individuals, provides a basis 
for implementing this type of healthcare practices [2,3]. Considering the varied nature of the information 
collected, data processing aimed at reducing its dimensionality is crucial to increase its interpretability [4]. 
In the health sector, this heterogeneity can usually be translated into the presence of mixed data samples 
(containing both qualitative and quantitative variables). Clustering is a useful technique for exploratory 
analysis or reduction of mixed data size by forming groups of individuals or groups of variables [5,6]. The 
techniques of the ClustOfVar package appear as an interesting alternative, capable of applying cluster ana-
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lysis of mixed data variables, and being able to adapt this transformation in a subsequent cluster analysis of 
individuals [7,8].

This paper intends to demonstrate the hierarchical and non-hierarchical variable clustering techniques 
of the ClustOfVar package, as well as the method of clustering individuals from the results of these tech-
niques, highlighting the relevance of this methodology in the implementation of personalized medicine. 

The ClustOfVar package was developed with the objective of creating variable clustering techniques 
compatible with mixed data. This technique was inspired by the PCAmix method, a PCAMIX method with 
varimax rotation and addition of the singular value decomposition method, and will be applied to each 
cluster of variables, acquiring a synthetic non-orthogonal variable for each one [7].

The package in question comprises a hierarchical and a non-hierarchical methodology (similar to k-
means), capable of achieving variable clustering. A homogeneity criterion was defined as the core of both 
techniques, calculated from the relations between the synthetic variable generated for the cluster in ques-
tion and the squared Pearson correlations (quantitative variables) or squared correlation ratios (qualitative 
variables) of the variables belonging to the same cluster. The purpose is to maximize this criterion, and this 
value will be higher the higher the relationship between the sample variables and the synthetic variable. 
The homogeneity will be translated into the measure of cohesion gain, which corresponds to the proportion 
of homogeneity obtained from the partition in the defined number of clusters, relative to the homogeneity 
generated by the division of each variable by different clusters [7-9]. The ClustOfVar package is also 
equipped with a bootstrap function, capable of indicating the optimal number of clusters by calculating the 
stability of the partitions of the sample variables into k clusters [7,8].

Methods:

Data from 700 individuals participating in the Generation XXI cohort were used for the present study 
by the clustering technique of the ClustOfVar package. Out of the initial 181 variables, we considered 105 
variables related to anthropometric measures, vital signs, and pubertal status of the subjects included, at 
various stages of their growth, as well as obstetric information and measures of physical dimensions of 
their mothers. R software (version 4.1.2) and the RStudio integrated development environment (version 
2022.12.0+353) were used to develop this project.

Prior to the cluster construction process, the database was cleaned by removing variables that were not 
in line with the goal in mind: variables which contained no information about any individual or provided 
the same information to all individuals and therefore did not add valuable information; variables whose 
information was already represented in other variable(s), in a different form; variables unable to present 
values for correlation with any other variable present in the database (given that the computation of the cor-
relation of each pair of variables only takes into account the individuals who do not exhibit missing values 
for both variables). After completing this step, the initial database was divided into two: one containing all 
82 quantitative variables and another containing the remaining 23 qualitative variables. Both were used to 
establish the hierarchy of association between the sample variables by the described package (function 
hclustvar), obtaining a representative dendrogram and a graph of aggregation levels (function plot.h-
clustvar), useful for weighting the number of clusters to be adopted. We proceeded with the application of 
the bootstrap technique (stability function), in order to verify the stability of the possible partitions and to 
reflect again on the number of clusters to assume. Finally, the partition was carried out in the number of 
clusters previously defined (cutreevar function), observed in the hierarchy previously designed (plot.h-
clustvar and rect.hclust functions). Once the hierarchical approach was finalized, the division into clusters 
suggested by the non-hierarchical approach (function kmeansvar) was assessed, and the partition associ-
ated with the greatest cohesion gain was chosen.

In order to achieve the division of individuals, a matrix containing the synthetic variables previously 
obtained was defined, used to obtain the matrix of Euclidean distances between individuals (dist function, 
package stats). Ward's technique was then performed (function hclust, package stats), and the division into 
clusters of individuals (function cutree), observed in the same way as applied to the grouping of variables. 
The decision on the number of clusters of individuals to assume was based on the observation of the struc-
tural organization of the dendrogram of individuals, having chosen the most prominent partition. In order 
to compare the clusters of individuals according to the scores of the synthetic variables, boxplots were cre-
ated. 

Results: 
Clustering of variables

The dendrogram created by the hierarchical approach of the ClustOfVar package reveals the variables 
related to testicular volumes at 13 years as the first to cluster, with a height of 5.30×10-6 (Figure 3). The 
aggregation levels plot presented in Figure 1 provides us some optimal partitions choices. Whilst the parti-
tion in 3 clusters only gathers groups of variables that individually contribute to a decreasing height, it 
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ignores some clusters that could also reduce this measure considerably. Partitions in 6 and 8 clusters 
include most of and all the clusters of interest, respectfully. When investigating the stability of the 103 pos-
sible partitions, the bootstrap method indicates the creation of 75 clusters as the most stable (mean 
corrected Rand index of 0.960) (Figure 2). Taking into account the objective of using this methodology in 
this context, although the presence of 75 clusters is reflected in a reduction of the sample size, this is not suf-
ficient for a synthesis capable of expressing a clear and concise interpretation. Therefore, the partition in 8 
clusters was chosen, given that it was the previous option with the highest mean adjusted Rand index. 
Cluster 1, with 6 variables, is mainly formed by characteristics of the mothers of the individuals, such as 
their age, education, and developed pregnancies. Cluster 2, although presenting some maternal character-
istics, concentrated the variables related to the individuals' ages and some of their laboratory values (liver 
enzymes, uric acid, etc.), encompassing 16 variables. While cluster 3 revolves around anthropometric 
measurements of the parents, cluster 4 retains similar variables concerning the individuals at birth, both 
being composed of 4 variables. Cluster 5 stands out from the rest, as the cluster with the greatest diversity 
and size of variables, comprising 39 variables. These can be divided into variables related to anthropomet-
ric measurements of individuals at the ages of assessment not previously mentioned (waist and hip 
circumferences, weight, etc.), variables related to glucose and fat (glucose, insulin, triglycerides, etc.), and 
variables alluding to blood pressures. Cluster 6, of 17 variables, represents measures of total mass and fat, 
as well as measures of height, while cluster 7 focuses on characteristics related to the pubertal stage and sex 
of individuals, grouping 15 variables representative of this. Finally, cluster 8 includes 4 variables associ-
ated with cholesterol (LDL and cholesterol levels).

The non-hierarchical clustering technique failed in these data, an effect of the presence of missing data 
in more than one qualitative variable. The function responsible for this process fails by assuming that all 
variables with missing data have only one category of "NAs", rather than each having a category of "NAs". 
Since this approach proved infeasible, the partitioning presented by the hierarchical method was retained.

Figure 1 - Aggregation levels plot.

Figure 2 - Stability plot of the partition of the sample variables from the database.
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Clustering of individuals

The application of Ward's method to the calculated synthetic variables resulted in 8 dimensionally dis-
parate clusters of individuals, with 131 individuals present in the largest (cluster 4) and 11 individuals in the 
smallest (cluster 8). In Figure 4, the boxplots referring to the first synthetic variable reveal that the 8 clusters 
of individuals formed are similar. With the exception of cluster 7 (whose median score is negative), these 
boxplots show similar interquartile ranges and positive median score values for the variable. Again, there 
is a prominent cluster in the boxplots of synthetic variable 2, with cluster 8 showing negative score values, 
inferior to the approximately null median scores of the other clusters. While the boxplots of synthetic vari-
able 3 concentrate all their median scores near zero, with slightly similar distributions, not all boxplots of 
synthetic variable 4 are concordant. In this variable, clusters 6 and 8 are the only ones with median score 
values considerably far from zero, and these measures are negative and positive, respectively. The syn-
thetic variable 5, on the other hand, shows scattered boxplots, with the medians of clusters 1, 4, 6, and 8 
being approximately zero, clusters 2, 3, and 7 being considerably negative, and cluster 3 being notably pos-
itive. Although with dissimilar interquartile ranges, most boxplots associated with synthetic variable 6 
exhibit median score values close to zero, with the exception of clusters 5 and 6, with their central tendency 
measures noticeably negative and positive, respectively. The synthetic variable 7 is dichotomized into box-
plots of positive median scores (clusters of individuals 1, 2, 3, and 5) and boxplots of negative median 
scores (remaining clusters). Cluster 3 also stands out, with a higher dispersion than all other clusters. 
Finally, the synthetic variable 8 exhibits boxplots with similar interquartile intervals, and the graph con-
cerning cluster 6 has a remarkably negative median score value. 

Given the differences characterized above, the subpopulations defined become distinguishable. This is 
the case, for instance, of cluster 8, which while it is characterized mainly by positive score values for syn-
thetic variables 4 and 7 and negative scores for synthetic variable 2, it ends up differing from cluster 3 
(defined by positive scores for synthetic variables 5 and 7) and the others.

Discussion:

The ClustOfVar technique allowed the transformation of an extensive database into a reduced matrix 
representative of the original data. It was thus possible to concisely identify several profiles reflecting the 
differentiating nuances of the individuals taken into account. Such stratifying capacity makes it possible to 
assign a diagnosis or to carry out the most appropriate treatment, given certain characteristics.

It is important to mention that the technique is not completely robust to the presence of missing data, as 
we have seen in the demonstration previously performed, and data with high proportions of this type of data 
require the application of more complex external imputation methodologies. On the negative side, one can 
also point out that the bootstrap process is time-consuming for large sample sizes [7]. For future work, it 
would be interesting to explore the potential benefit of adopting more objective strategies in the definition 
of the partition of clusters of individuals.

Given the use that can be given to the ClustOfVar technique, it stands out as a promising way of pro-
pelling personalized medicine and making its usual practice a reality.

Figure 3 - Dendrogram with the application of partition by the number of clusters established.
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Figure 4 - Boxplots of the values of the 8 synthetic variables, for the 8 clusters of individuals.
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