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Introduction 
Randomised controlled trials (RCT) are the most rigorous way to investigate the 

effectiveness of a new intervention on a health outcome. When investigating the effect of an 

intervention in a trial, the conventional approach is to select a single primary outcome which 

adequately represents the health condition of interest. Limiting the primary comparison to a 

single outcome is advised by the regulatory bodies.  However it may not be possible to 

characterise many health conditions using a single outcome when evaluating the effect of an 

intervention. For example, trials in mental health disorders, stroke and chronic obstructive 

pulmonary disease may need more than one primary outcome to be considered to provide a 

comprehensive understanding of the effects of the intervention on the health condition of 

interest. 

Often multiple statistical tests are performed when analysing multiple outcomes in trials. 

When multiple statistical tests are performed, there is a chance that a statistically significant 

result will be observed due to chance when actually no effect is present. This is known as a 

‘type I error’. As the number of statistical tests performed on the same dataset increases, the 

probability of a type I error increases. It may be important to control for multiplicity in 

confirmatory phase III where the goal of the trial is to confirm the effect of an intervention. In 

contrast, when performing an early phase drug trial one is usually interested to explore the 

effects of different drug doses and therefore addressing multiplicity is less important for 

these types of trial designs. 

Several methods have been proposed in the literature to address the problem of multiplicity. 

For the practitioner, it is often unclear which (if any) of the proposed methods should be 

used to account for multiplicity whilst ensuring that the analysis remains efficient.  It is also 

important that the methodology is accessible to clinicians who need to interpret the findings. 

Inevitably, it is not always possible to measure the required outcomes for all participants and 

thus missing outcome data is a common problem for RCTs. In fact, the majority of the 

published trials report missing data which may reduce the power. If the study does not have 
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sufficient power, then true intervention effects may not be detected. It is important to choose 

an adjustment method for multiplicity that performs well in the presence of missing data. 

Methods of analysis for trials with multiple outcomes 

There are several methods available for the analysis of multiple outcomes in a trial. A 

commonly used method is to analyse each outcome separately within a univariate 

framework. This approach is appealing due its simplicity however a limitation is that it does 

not account for the possible correlation between the outcomes, which may result in a loss of 

efficiency in the analysis leading to less power to detect the intervention effects. Additionally, 

observations with missing data may be omitted from parts of the analyses.  

Multiple imputation may be used to impute missing data prior to the analysis and the 

correlation between the outcomes can be accounted for by the imputation model. More 

advanced techniques such as multivariate models have been introduced that enable multiple 

outcomes to be analysed simultaneously by taking into account the correlations between 

them. A multivariate approach is perhaps more suitable to characterise a particular health 

condition which cannot be represented adequately by a single primary outcome. It may also 

increase the efficiency in the estimation of the intervention effect by accounting for the 

correlation between the outcomes. Examples of multivariate methods include the 

multivariate multilevel model and multivariate regression. These multivariate methods have 

been used to analyse examination results in schools and crime trends, however, their 

application in trials has been limited. Multivariate methods may also be more efficient when 

some of the outcomes have missing values.  Multiple primary outcomes may have the same 

data type, for example, several continuous outcomes may be measured concurrently to 

evaluate the effect of cognitive behavioural therapy for patients with a depressive disorder. 

In this case, researchers may wish to examine both the cognitive and behavioural 

components. For some trials, the data on a mixture of outcome types may be collected. For 

example, a mixture of continuous and binary outcomes may be collected to evaluate the 

effect of an antipsychotic drug for people with schizophrenia and researchers could examine 

both quality of life (a continuous outcome) and whether the participant has a symptom 

relapse or not (a binary outcome). Multivariate models can typically handle multiple 

continuous outcomes, binary outcomes or a mixture of both. Multivariate multilevel (MM) 

models can handle non-overlapping missingness across outcomes (when values are 

missing for some of the outcomes). Therefore it does not require the number of observations 

to be balanced across outcomes. This has implications for the handling of missing data, 

because if some of the outcome data are missing, more efficient estimates of the 
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intervention effect may be estimated by making use of the correlations between the outcome 

measures.  

Regardless of whether a univariate or multivariate framework is used for the analysis, some 

form of adjustment for multiplicity would need to be applied to preserve the familywise error 

rate.  

Sample size and power 

A sample size calculation is usually performed for trials to ensure that sufficient participants 

are recruited to achieve a desired level of power. In the context of multiple outcomes, the 

power of the study can be defined in a number of ways depending on the clinical objective of 

the trial, for example: i) ‘disjunctive power’, ii) ‘conjunctive power’ or iii) ‘marginal power’. The 

disjunctive power (or minimal power) is the probability of finding at least one true intervention 

effect across all of the outcomes. The conjunctive power (or maximal power) is the 

probability of finding a true intervention effect on all outcomes. The marginal (or individual) 

power is the probability of finding a true intervention effect on a particular outcome and is 

calculated separately for each outcome. When the clinical objective of a trial is to detect a 

statistically significant intervention effect for at least one of the outcomes the disjunctive 

power and marginal power are recommended whereas the conjunctive power is 

recommended when the clinical objective is to detect a statistically significant intervention 

effect for all the outcomes. In this paper, we focus on the former clinical objective and 

therefore we focus on disjunctive and marginal power.  

An approach often used in trials is to calculate the sample size separately for each of the 

primary outcomes by applying a Bonferroni correction to adjust the significance level. The 

largest value of the sample size is then considered as the final sample size for the trial. 

However, the power requirements of a trial should match the clinical objective which needs 

to be pre-specified when designing the study and the sample size calculation should be 

performed accordingly. 

Literature review 

We conducted a review of 209 RCTs in the field of neurology and psychiatry published in 

high impact journals. Our review found that multiple primary outcomes were commonly used 

but often inadequately handled in trials.  The most commonly used method to analyse 

multiple primary outcomes in published randomised trials was to analyse them separately 

within the univariate framework. Only a small number of trials accounted for multiplicity and 

Bonferroni's adjustment was the most commonly used method. 

Simulation studies 
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We conducted simulation studies to investigate the disjunctive power, marginal power and 

familywise error rate (FWER) obtained using different adjustment methods for multiplicity. 

These were the Bonferroni, Holm, Hochberg, Dubey/Armitage-Parmar and Stepdown-minP 

adjustment methods. Different simulation scenarios were constructed by varying the number 

of outcomes, degree of correlation between the outcomes, intervention effect sizes and 

proportion of missing data. Simulation studies were also used to investigate the disjunctive 

power and FWER obtained when using the MM model in comparison to those obtained 

when analysing outcomes separately using univariate models. In the presence of missing 

data, multiple imputation is used to impute missing outcomes when analysing the outcomes 

separately (MI+UV). Additional simulation scenarios for this comparison included varying the 

types of outcomes: 1) all continuous outcomes; 2) all binary outcomes; and 3) a mix of 

continuous and binary outcomes. We also performed simulations in which the missing data 

is missing not at random (MNAR) to investigate the bias in the estimated treatment effects 

when using the MM model and the MI+UV compared to analysing outcomes separately 

using UV. 

Findings: 

Our simulation studies suggest that the Bonferroni adjustment should be used for the 

sample size calculation of RCTs with multiple primary outcomes since it preserves the 

FWER with little loss of power.  For the analysis, when outcomes have missing values, we 

suggest based on our simulation studies that either the Hochberg or Hommel methods are 

used to account for multiplicity provided that the distributional assumptions are met. These 

two methods provide the highest power. The sample size requirement to achieve the desired 

disjunctive power may be substantially smaller than that required to achieve the desired 

marginal power.  The choice between whether to specify a disjunctive or marginal power 

should depend on the clinical objective and this should be pre-specified. With regards to 

multiplicity arising from multiple outcomes, CONSORT states that “authors should exercise 

special care when evaluating the results of trials with multiple comparisons”. We recommend 

that the chosen method to maintain the FWER at the desired level is described and 

justification for the choice provided in the statistical analysis plan for trials.  

The simulation studies comparing the multivariate and univariate methods show that when 

MM is used with a Holm adjustment, the FWER fluctuates around 5%. In terms of disjunctive 

power, the MM performs better than using UV when the outcomes are correlated and in the 

presence of missing data. There was a notable increase in power when the correlation 

between the outcomes exceeded 0.4. MM model offers a computational advantage to 

multiple imputation as the MM enables the analysis to be performed in just one step.  In 
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contrast, multiple imputation requires three steps: specifying the imputation model and 

performing the imputation, fitting the analysis model to each imputed datasets and then 

combining the results across the imputed datasets.  

The simulation studies investigating MNAR data suggest that when MI+UV and MM are 

used, no gains in terms of bias may be made if there is no correlation between the outcome 

measures. There were gains in terms of bias for both the MI+UV and MM methods when the 

outcomes are highly correlated and in the presence of high levels of missing data. There 

was a notable decrease in bias when the correlation exceeds 0.4. The MM approach 

appeared to outperform the MI+UV in the more extreme cases of high levels of missing data. 

However, neither approach was able to remove the bias completely. As a consequence, any 

inferences and conclusions made within the trial setting would need to be tested with 

sensitivity analyses under the alternative assumption that the missing data are MNAR. 
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